Expertise-based ranking of experts: An assessment level approach
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Abstract

The quality of a formal decision is influenced by the level of expertise of the decision makers (DMs). The composition of a team of DMs can change when new members join or old members leave, based on their ranking. In order to improve the quality of decisions, this ranking should be based on their demonstrated expertise. This paper proposes using the experts’ expertise levels, in terms of ‘the ability to differentiate consistently’, to determine their ranking, according to the level at which they assess alternatives. The expertise level is expressed using the CWS-Index (Cochran–Weiss–Shanteau), a ratio between Discrimination and Inconsistency. The experts give their evaluations using pairwise comparisons of Fuzzy Preference Relations with an Additive Consistency property. This property can be used to generate estimators, and replaces the repetition needed to obtain the CWS-Index. Finally, a numerical example is discussed to illustrate the model for producing expertise-based ranking of experts.
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1. Introduction

The quality of a formal decision is heavily influenced by the level of expertise of the decision maker (DM) [1]. It is presumed that a decision made by an expert is better than a decision made by a non-expert, because an expert has the ability to think differently [1–3] and the inherent ability to understand the problem in more detail and depth, so that an expert can distinguish various aspects of the situation that are usually overlooked by a non-expert [4].

When a decision is made by several decision makers (DMs), this group of experts may be responsible for making an assessment of alternatives. The group decision or group opinion is a result of the integration of the individual opinions by a mathematical aggregation [5]. One important factor that should be considered in the aggregation process is which DMs’ opinions should be included in the aggregation process. This means that the composition of the DM teams can be changed, i.e. new members can join a DM team while others leave depend on their ranking [6]. To improve the decision quality, this ranking should be determined on the basis of the DM’s level of expertise.
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The DM’s level of expertise needs to be defined. Weiss and Shanteau [7] proposed the concept of ‘the ability to differentiate consistently’ to assess the expertise level, and they based this solely on the expert’s level of assessing alternatives. They defined experts as those who are capable of distinguishing between cases that are similar but not exactly the same and of repeating their judgments consistently. They proposed the CWS-Index (the Cochran–Weiss–Shanteau Index), which is the ratio between discrimination and inconsistency, to assess someone’s level of expertise [7,8]. The CWS-Indexes for the experts yields their ranking; the higher the CWS-Index, the higher is the DM’s ranking. However, measuring inconsistency requires repetition, and accordingly the experts need to make judgments more than once. This repeated evaluation is difficult to do independently in a way that ensures that there is no influence from the previous evaluation [9]. Moreover, those whose second evaluation is similar to their first will be considered consistent, even though the first evaluation is not necessarily true [1].

In Group Decision Making research, the pairwise comparisons approach of Fuzzy Preference Relations (FPR) has the Additive Consistency (AC) property. Pairwise comparisons have the advantage of focusing the assessment on two objects at a time [10]. The AC property of FPR can be used to measure the expert’s consistency level [11–16] and produces a consistency-based experts’ ranking without considering the ability of the expert to differentiate between similar, but not identical, cases. In relation to the concept of expertise, defined as the ability to differentiate consistently, as proposed by Weiss and Shanteau [7], the methodology of determining ranking in these prior studies is not based on expertise as a whole, because the studies only consider consistency and ignore the ability to differentiate.

There have been studies to determine the ranking of experts based on their level of assessment. Among the methods used are the use of factor scores to rank the assessment result of DMs in the group decision [17], the measurement of the total deviation between the estimated value and the real value for each element of the decision matrix [18], and the measurement of the total variance of the estimated value for each element of the decision matrix [19]. In these previous researches, the experts’ ranking are determined only by the consistency of their assessments, without considering their ability to differentiate, so these studies have not used the comprehensive concept of expertise.

In this paper, we focus on a Group Decision with one criterion where the DMs are ranked based on their level of expertise, irrespective of their position in the organization. The concepts used are the combination of expertise as ‘the ability to differentiate consistently’ and the AC property of FPR. The experts will give their judgments in FPR, so that the repetition required in Weiss and Shanteau’s methodology is replaced by an estimation using the AC property. The focus of this research is to determine the ranking of the DMs. This ranking can be used to determine which DMs’ opinions should be included in the aggregation process. This ranking can also be used to determine the importance weight of the DMs and research obtaining the DMs’ importance weight from their ranking has been discussed in another paper [20].

The next section of this paper discusses the concept of expertise and the AC property of FPR. Then a methodology to obtain an expertise-based ranking of experts is discussed, followed by the implementation of the proposed methodology using numerical examples. Finally, the conclusions are presented and further research associated with the development of a model of the expertise-based ranking of experts is proposed.

2. Expert’s expertise level and FPR’s additive consistency

This part discusses the previous methods used to identify the expertise level of experts, and FPR’s AC property. These two methods will be combined to develop the proposed method called expertise-based ranking of experts.

2.1. Expert’s expertise level

An expert is an individual who has a background in a certain area and receives recognition from his/her peers in a particular technical field [21]. If a distinction is made according to the tasks to be accomplished, there are four types of experts [7], namely: expert predictors, expert instructors, expert performers and expert judges. An expert predictor conducts an evaluation to create a scenario for the future. An expert instructor must have the ability to judge and communicate clearly to others, in the way that a football coach does to his players. An expert performer should be able to perform the task well: for instance, an expert football player can score a goal. An expert judge makes both a qualitative and a quantitative evaluation. Weiss and Shanteau [22] stated that all type of expertise are influenced by the expert’s judgment, then all type of expertise can’t be separated from their judgment quality and in this study, an expert means someone with expert judgment.
Previous studies to determine the *expertise* level of an *expert* have identified certain important factors to be considered:

- **Consistency**
  The expert’s judgment should be consistent over time. Those who are inconsistent can definitely not be called experts [23,24]. Consistency is a necessary, but not a sufficient, condition for expertise [7,8].

- **Discrimination**
  An expert should have discriminatory ability, the ability to differentiate between cases that are similar but not exactly the same [25], therefore ‘the ability to differentiate’ becomes a necessary, but not a sufficient, condition [7,8].

Weiss and Shanteau [7] proposed to combine the concepts of ‘consistency’ and ‘discrimination’ to determine the expertise level of a person becomes ‘the ability to differentiate consistently’, and is expressed by the CWS-Index as shown in equations (1), (2) and (3) as follows:

\[
\text{CWS-Index} = \frac{\text{Discrimination}}{\text{Inconsistency}} = \frac{\text{Variance of different alternatives’ values}}{\text{Variance of the same alternative’s values}}
\]  

\[
\text{Discrimination} = \frac{\sum_{j=1}^{n} r(M_j - \text{GM})^2}{n - 1}
\]  

\[
\text{Inconsistency} = \frac{\sum_{j=1}^{n} \sum_{i=1}^{r} (M_{ij} - M_j)^2}{n(r - 1)}
\]

where

- \( r \) : The number of replications
- \( M_j \) : The average of individual values for case-\( j \)
- \( \text{GM} \) : The grand mean of all individual values
- \( n \) : The number of different cases
- \( M_{ij} \) : The individual value for replication-\( i \) of case-\( j \)

Equation (2) shows that discrimination consists of the between group variance, and equation (3) shows that inconsistency is the within group variance. This can be seen from the formula in statistics \( \frac{\sum_{j=1}^{n} r(M_j - \text{GM})^2}{n - 1} \), which is the variance of the average group \( (M_j) \) to the grand mean \( (\text{GM}) \) and is better known as the between group mean of squares [26].

According to Weiss and Shanteau [7], to get the CWS-Index, the evaluated experts are asked to give their assessment twice or more. Repeating the measurements are difficult and time-consuming [9] then the method for determining the level of expertise needs to be adjusted [27]. By way of illustration, an example of the calculation of the CWS-Index in a medical field study to estimate the probability that a patient had a chronic heart failure ((28) in [7]) was reanalyzed. Several physicians were asked to rate 45 patients, and rated five of the cases twice (this repetition without their knowledge). The evaluation results for one of these experts who judged five cases twice, and the CWS-Index calculations, are shown in Table 1.

### 2.2. FPR’s Additive Consistency

Fuzzy Preference Relations (FPR) is one of the most widely used evaluation methods for expert assessment in Group Decision Making [29,30], because FPR is a very useful tool in modeling the decision process, primarily for aggregating individual opinions into a group opinion [13].

The next model for Group Decision Making is a model proposed by Herrera-Viedma et al. [12,30]. Suppose that a group of experts \( E = \{e_1, e_2, \ldots, e_m\}, m \geq 2 \) give their preferences on a finite set of alternatives \( X = \{x_1, x_2, \ldots, x_n\}, n \geq 2 \) by using FPR. FPR \( P \) on a set of alternatives \( X, P \subset X \times X \) and represented by means of the \( n \times n \) matrix \( P = (p_{ij}) \) [31,32]. \( p_{ij} \) is the preference degree of alternative \( x_i \) over alternative \( x_j \). \( p_{ij} = 1/2 \) means there is indifference between \( x_i \) and \( x_j \), \( p_{ij} \in (1/2, 1] \) means \( x_i \) is preferred to \( x_j \) with the degree of \( p_{ij} \), and \( p_{ji} \in (1/2, 1] \) means \( x_j \) is preferred to \( x_i \) with the degree of \( p_{ji} \) [33].
The FPR is a reciprocal relation satisfying:

\[ p_{ij} + p_{ji} = 1 \]  

(4)

Thus the matrix \( P \) has the form

\[
P = \begin{bmatrix}
0.5 & p_{12} & p_{13} & p_{14} \\
1 - p_{12} & 0.5 & p_{23} & p_{24} \\
1 - p_{13} & 1 - p_{23} & 0.5 & p_{34} \\
1 - p_{14} & 1 - p_{24} & 1 - p_{34} & 0.5 \\
\end{bmatrix}
\]  

(5)

The FPR as a reciprocal relation has several transitivity properties, such as FG-transitivity [34,35], \( h \) – iso stochastic transitivity [36] and cycle transitivity [35,36]. For more information about the transitivity property of FPR, we refer the reader to [35,37].

Tanino [31] in [38] proposed the Additive Consistency (AC) property and the multiplicative transitivity among three alternatives \( x_i, x_j \) and \( x_k \). The AC property can be expressed as follows:

\[
\left( p_{ij} - \frac{1}{2} \right) + \left( p_{jk} - \frac{1}{2} \right) = \left( p_{ik} - \frac{1}{2} \right) \quad \forall i, j, k = 1, 2, \ldots, n
\]  

(6)

Suppose \( x_j \) is an intermediate alternative. Equation (6) states that the intensity of preference of alternative-\( x_i \) over alternative-\( x_k \) is the sum of the intensity of preference of alternative-\( x_i \) over the intermediate alternative-\( x_j \) and the intensity preference of intermediate alternative-\( x_j \) over the alternative-\( x_k \).

Equation (6) can be rewritten as equation (7) [31] in [38].

\[
p_{ij} + p_{jk} + p_{ki} = 3/2 \quad \forall i, j, k = 1, 2, \ldots, n
\]  

(7)

If an expert expressed his/her preferences as \( x_i > x_j > x_k \) (he/she preferred \( x_i \) over the other alternatives \( x_j \) and \( x_k \), it would be illogical if the intensity of preference of alternative \( x_i \) over alternative \( x_j \) is greater than the intensity of preference of alternative \( x_j \) over alternative \( x_k \) [39], and consequently we have \( p_{ij} \leq p_{ik} \) for this expert.

The concept of AC for FPR is parallel to the concept of consistency for the Multiplicative Preference Relations of Saaty [11,30,31]. Equation (7) can be used to obtain the following three relationships between the preferences [12]:

\[
p_{ik} = p_{ij} + p_{jk} - \frac{1}{2} \quad \forall i, j, k = 1, 2, \ldots, n
\]  

(8)

\[
p_{jk} = p_{ji} + p_{ik} - \frac{1}{2} \quad \forall i, j, k = 1, 2, \ldots, n
\]  

(9)

\[
p_{ij} = p_{ik} + p_{kj} - \frac{1}{2} \quad \forall i, j, k = 1, 2, \ldots, n
\]  

(10)

Each element of the decision matrix \( P \) is estimated in three different ways. From equations (8), (9) and (10) we can obtain estimated values, using the work of Herrera-Viedma et al. [12,40], as presented in equations (11), (12) and (13):
\[ \varepsilon_{p_{jk}}^1 = p_{ij} + p_{ji} - \frac{1}{2}, \quad j \neq i, k \]  
\[ \varepsilon_{p_{jk}}^2 = p_{jk} - p_{ji} + \frac{1}{2}, \quad j \neq i, k \]  
\[ \varepsilon_{p_{jk}}^3 = p_{ij} - p_{kj} + \frac{1}{2}, \quad j \neq i, k \]  

\[ \varepsilon_{p_{jk}}^1 \]: Estimation of \( p_{ik} \) using the first formula, equation (8)

\[ \varepsilon_{p_{jk}}^2 \]: Estimation of \( p_{ik} \) using the second formula, equation (9)

\[ \varepsilon_{p_{jk}}^3 \]: Estimation of \( p_{ik} \) using the third formula, equation (10)

Due to FPR has reciprocity consistency \( p_{ij} + p_{ji} = 1 \), then we can prove that these formulations in equation (11), (12) and (13) yield the same result, and for every element of the FPR matrix \( p_{ij} \), the formulations produce as many as \((n - 2)\) estimators (since \( j \neq i, k \)). These estimators allow the AC property to be used to complete the incomplete FPR matrix [12,14–16,40–42]. Additionally, AC can be used to measure a person’s level of consistency in making an assessment [11–16], based on the deviation between the values of the estimations using the AC property and the real values given by the expert. The consistency level is then used to determine the ranking of the experts and generate consistency-based ranking of experts.

The multiplicative transitivity proposed by Tanino [31] is expressed by equation (14):

\[ \frac{p_{ik}}{p_{ki}} = \frac{p_{ij}}{p_{ji}} \cdot \frac{p_{jk}}{p_{kj}} \]  

(14)

This transitivity is equivalent to the cycle transitivity (the iso stochastic transitivity) [35,36,43]. The cycle transitivity is considered more appropriate because in the cycle transitivity there is unlikely division by zero [35].

The use of the AC property of FPR still has a contradiction with the range of each element of the FPR matrix, i.e. \( \mu_p : X \times X \to [0, 1] \) [13]. From equation (11), the maximum value of \( \varepsilon_{p_{jk}}^1 \) is 1.5, and this value could be obtained if the values of \( p_{ij} \) and \( p_{jk} \) are equal to 1; the minimum value of \( \varepsilon_{p_{jk}}^1 \) is -0.5 and this value is reached when \( p_{ij} \) and \( p_{jk} \) are 0. The same conditions occur for \( \varepsilon_{p_{jk}}^2 \) and \( \varepsilon_{p_{jk}}^3 \), equations (12) and (13), and the range of the estimated value of the FPR matrix elements are \([-0.5, 1.5] \) or \([-0.5 \leq \varepsilon_{p_{jk}}^1 \leq 1.5, -0.5 \leq \varepsilon_{p_{jk}}^2 \leq 1.5, -0.5 \leq \varepsilon_{p_{jk}}^3 \leq 1.5 \).

There are several ways to keep the range of each element of the FPR matrix within the interval [0, 1], as follows:

1. The range [0, 1] could be achieved directly by changing the values of the estimation that are outside the range. If \( \varepsilon_{p_{jk}}^r < 0 \), it is set to equal zero, and if \( \varepsilon_{p_{jk}}^r > 1 \), it is changed to 1 [14,27] as in equation (15).

\[ p_{ik}^r = \begin{cases} 
0 & \text{if } \varepsilon_{p_{ik}}^r < 0 \\
\varepsilon_{p_{ik}}^r & \text{if } 0 \leq \varepsilon_{p_{ik}}^r \leq 1, \quad j \neq i, k, \ r = 1, 2, 3 \\
1 & \text{if } \varepsilon_{p_{ik}}^r > 1 
\end{cases} \]  

(15)

Where \( p_{ik}^r \) is the estimation of \( p_{ik} \) with formula-\( r \).

With the adjustment in equation (15), the range of the matrix elements for FPR now becomes 0 \( \leq p_{ik}^r \leq 1 \). The problem is how to distinguish a zero arising from a negative value and a real zero. Furthermore, the estimation matrix elements with a value greater than one will be treated in the same way as the estimation matrix elements with a value equal to 1.

2. Modified Additive Consistency [43], as described in equation (16):

\[ p_{ik}^r = \begin{cases} 
\min\{p_{ij}, p_{jk}\} & \text{if } p_{ij}, p_{jk} \in [0, 0.5] \\
\max\{p_{ij}, p_{jk}\} & \text{if } p_{ij}, p_{jk} \in [0.5, 1] \\
\varepsilon_{p_{ik}}^r & \text{otherwise} 
\end{cases} \]  

(16)

The modified Additive Consistency satisfies ‘restricted max–max transitivity’ and ‘restricted min–min transitivity’ [43]. De Baets et al. in [35] expressed this type of transitivity as the \( T_M \) Transitivity where F and G is coincide. From equation (16), the estimated value of \( p_{ik} \) for small values of \( p_{ij} \) and \( p_{jk} \) is \( \min\{p_{ij}, p_{jk}\} \) (satisfies the
restricted min–min transitivity \([43]\), so it is not likely to be negative. Similarly, the value of \(p_{ik}\) for large values of \(p_{ij}\) and \(p_{jk}\) is replaced by the value of \(\max\{p_{ij}, p_{jk}\}\) (satisfies the restricted max–max transitivity \([43]\)), so there is no possibility that the estimated value of \(p_{ik}\) is more than one. The problem that arises is that modified Additive Consistency causes many different cases to be treated equally, for small values of \(p_{ij}\) and \(p_{jk}\) or for big values of \(p_{ij}\) and \(p_{jk}\).

3. All elements \(p_{ik}\) of the estimated matrix can be transformed using a transformation function such that the range changes from \([-a, 1 + a], a > 0\) to \([0, 1]\) \([13]\).

The transformation function is presented in equation (17).

\[
f(x) = \frac{x + a}{1 + 2a}
\]

This transformation keeps the FPR in the range \([0, 1]\) while maintaining some basic attributes of FPR as described below \([13]\):

1. The lowest value is 0: \(f(-a) = 0\)
2. The highest value is 1: \(f(1 + a) = 1\)
3. Additive Reciprocity: \(f(x) + f(1 - x) = 1 \forall x \in [-a, 1 + a]\)
4. Additive Consistency: \(f(x) + f(y) + f(z) = \frac{3}{2} \forall x, y, z \in [-a, 1 + a]\) such that \(x + y + z = \frac{3}{2}\)
5. Value Indifference: \(f(0.5) = 0.5\)

3. The proposed method

Weiss and Shanteau \([7]\) showed that the CWS-Index is an excellent invention for comparing the expertise level of experts; however its weakness lies in the possibility that a non-expert obtains a high CWS-Index score by giving an incorrect assessment consistently \([1, 8]\). According to this research, we can see that the inconsistency measurements require the expert to repeat his/her evaluation. It is very difficult to conduct this repetition independently without being affected by the previous assessment \([9]\). For example, the medical study’s experts in the illustration had to assess 45 patients (and 5 repetitions) to obtain independent judgments (actually they required only ten judgments). Furthermore, an individual whose second assessment is close to his or her first assessment will be considered to be consistent, even though the first assessment itself is not necessarily correct \([1]\). Therefore, we need a refinement of the method of comparing experts’ expertise \([27]\).

In Group Decision Making research, the AC property of FPR is used in research where the expert can give scores in the incomplete decision matrix FPR. The AC property can be used to supplement an incomplete FPR with an estimation that uses the existing matrix elements. In this study, the AC of FPR will be used to replicate every element of the decision matrix FPR P, so that the difficulty in measuring independent repetition can be overcome. Experts are asked to provide an expert evaluation through the pairwise comparison approach of FPR. In order to keep the range of the estimated value of the FPR matrix elements within the limits \([0, 1]\), and because the use of both equation (15) and equation (16) leads to a large number of different cases being treated equally, this study uses the transformation of equation (17) so that the range changes from \([-a, 1 + a]\) to \([0, 1]\).

Previous studies have produced not only the expert rankings, but also the importance weight of each expert that can be used in the aggregation process of individual opinions into a group opinion. However, these studies have not covered the whole expertise assessment proposed by Weiss and Shanteau \([7]\), because they are based on consistency without considering discrimination. Discrimination or ‘the ability to differentiate’ should be considered in determining the ranking of the experts, because determining ranking based only on consistency could produce less appropriate results. As an extreme example, suppose an expert judges four alternatives and gives the same value for each of them. Consequently each element of the decision matrix has the value 0.5 \((p_{ij} = 0.5\) means indifference between alternative-\(X_i\) and alternative-\(X_j\)), as stated in matrix \(P_e\) in equation (18):

\[
P_e = \begin{bmatrix}
0.5 & 0.5 & 0.5 & 0.5 \\
0.5 & 0.5 & 0.5 & 0.5 \\
0.5 & 0.5 & 0.5 & 0.5 \\
0.5 & 0.5 & 0.5 & 0.5 \\
\end{bmatrix}
\]

All estimations using the formulae in equations (11), (12) or (13) give the same value 0.5. There is no deviation between the values replicated using AC and the actual values given by this expert. This zero deviation means that
this expert is a completely consistent expert and would have ranked first if we used the consistency-based ranking of experts as in previous studies. In our opinion, this result is not appropriate, because, if the decision matrix $P_e$ is analyzed further, the equal value of all of the alternatives means that this expert cannot actually differentiate between the qualities of the alternatives.

This paper proposes combining the concept of expertise (the ability to differentiate consistently) with the AC property of FPR in the expertise-based ranking of experts. The determination of the level of expertise as ‘the ability to differentiate consistently’ is a very good concept, but it is difficult to use this to measure inconsistency because independent repetitions between the first and the following evaluations are needed. Additionally, a high CWS-Index can be obtained by giving an incorrect judgment consistently [1].

A framework for the expertise-based ranking of experts is depicted in Fig. 1. The expertise-based ranking of experts uses the concept of expertise proposed by Weiss and Shanteau [7] in form of the experts’ capability to differentiate a set of alternatives consistently. The repetitions needed for the inconsistency measurement are replaced with estimation by using the AC property of FPR. There are $(n - 1)$ values for each matrix element $p_{ij}$ consist of one actual value from real data and $(n - 2)$ estimated values. If there are elements from the estimation that lie outside the range $[0, 1]$, then transform all of the values by using equation (17). The CWS-Index for the pairwise comparisons is adapted from the CWS-Index from equation (1) as follows:

$$CWS-Index = \frac{\text{Variance of different ‘pairwise comparisons between two alternatives’}}{\text{Variance of the same ‘pairwise comparisons between two alternative’s}}$$

The variance of different ‘pairwise comparisons between two alternatives’ is considered as the variance of different alternatives’ values and the variance of the same ‘pairwise comparisons between two alternatives’ is considered as the variance of the same alternative’s values. The expertise-based ranking of experts can be determined based on the CWS-Index values. The higher the CWS-Index of an expert is, the higher his/her ranking is.

The steps used to rank the experts using the method of Expertise-based Ranking of Experts are as follows:

1. Elicit each expert’s opinion using the pairwise comparisons approach of Fuzzy Preference Relations in decision matrices.
2. Replace the repetition needed for the measurement of inconsistency with the estimation arising from the Additive Consistency of Fuzzy Preference Relations by using one of the formulations in equations (11), (12) or (13).
3. Transform, using equation (17), if there are elements from the estimation in step 2 that lie outside the range $[0, 1]$.
4. Modify the CWS-Index for the expertise level in equation (1) for the pairwise comparisons approach of FPR as follows:

$$\text{CWS-Index} = \frac{\text{Variance of different ‘pairwise comparison between two alternatives’}}{\text{Variance of the same ‘pairwise comparison between two alternatives’}}$$  \hspace{1cm} (20)

5. Determine the Expertise-based Ranking of Experts according to the CWS-Index values: the higher the CWS-Index of an expert, the higher his or her ranking.

4. Illustrative example

In order to show whether the proposed method is workable or not, we provide a numerical example to illustrate it. Suppose there are five people who are expert at judging the beauty of a painting. These experts are expressed as $E = \{e_1, e_2, e_3, e_4, e_5\}$. They were asked to provide an assessment of four paintings in the form of pairwise comparisons approach of FPR. These paintings form a set of four alternatives $X = \{x_1, x_2, x_3, x_4\}$.

The experts were asked to fill the evaluation form in Table 2, with the FPRs $0 \leq p_{ij} \leq 1$.

In every judgment, the experts have to focus on the assessment on one pair of alternatives to answer how much does he/she prefer alternative-\(x_i\) to alternative-\(x_j\) and fill in the blank space of Table 2.

- If there are indifferent between alternative-\(x_i\) and alternative-\(x_j\), then $p_{ij} = 0.5$.
- If alternative-\(x_i\) is preferable than alternative-\(x_j\), then $0.5 < p_{ij} < 1.0$.
- If alternative-\(x_i\) is absolutely preferable than alternative-\(x_j\), then $p_{ij} = 1.0$.
- If alternative-\(x_i\) is not preferable than alternative-\(x_j\), then $0.0 < p_{ij} < 0.5$.
- If alternative-\(x_i\) is absolutely not preferable than alternative-\(x_j\), then $p_{ij} = 0$.

For instance, for Expert-1, the first painting, alternative-\(x_1\) is slightly not preferable than the second painting, alternative-\(x_2\), then Expert-1 should fill in $0.0 < p_{12} < 0.5$, for example $p_{12} = 0.40$ as in Table 3. The complete judgment for Expert-1 is presented in Table 3 and by using the additive reciprocity property, $p_{ij} + p_{ji} = 1$, the whole cells in Table 3 can be completed as in the decision matrix $P_1$.
Step 1
Elicit each expert’s opinion in FPR pairwise comparison of alternatives X. Expert-1 provides an evaluation in the decision matrix $P_1$, Expert-2 in the decision matrix $P_2$, and so on. The data for the experts’ assessments are as follows:

$$P_1 = \begin{bmatrix} 0.50 & 0.40 & 0.40 & 0.40 \\ 0.60 & 0.50 & 0.40 & 0.70 \\ 0.60 & 0.60 & 0.50 & 0.70 \\ 0.60 & 0.30 & 0.30 & 0.50 \end{bmatrix}, \quad P_2 = \begin{bmatrix} 0.50 & 0.30 & 0.40 & 0.45 \\ 0.70 & 0.50 & 0.65 & 0.60 \\ 0.60 & 0.35 & 0.50 & 0.45 \\ 0.55 & 0.40 & 0.55 & 0.50 \end{bmatrix},$$

$$P_3 = \begin{bmatrix} 0.50 & 0.90 & 0.60 & 0.70 \\ 0.10 & 0.50 & 0.30 & 0.40 \\ 0.40 & 0.70 & 0.50 & 0.60 \\ 0.30 & 0.60 & 0.40 & 0.50 \end{bmatrix}, \quad P_4 = \begin{bmatrix} 0.50 & 0.40 & 0.80 & 0.70 \\ 0.60 & 0.50 & 0.60 & 0.35 \\ 0.20 & 0.40 & 0.50 & 0.10 \\ 0.30 & 0.65 & 0.90 & 0.50 \end{bmatrix}$$

$$P_5 = \begin{bmatrix} 0.50 & 0.70 & 0.80 & 0.60 \\ 0.30 & 0.50 & 0.65 & 0.55 \\ 0.20 & 0.35 & 0.50 & 0.40 \\ 0.40 & 0.45 & 0.60 & 0.50 \end{bmatrix}$$

Step 2
Replace the repetition used to measure inconsistency by estimations using the AC properties of Fuzzy Preference Relations. The estimations are conducted using one of the formulae in equations (11), (12) or (13). For example, Expert-4 gives the opinions in the decision matrix-$P_4$.

$$P_4 = \begin{bmatrix} p_{11} & p_{12} & p_{13} & p_{14} \\ p_{21} & p_{22} & p_{23} & p_{24} \\ p_{31} & p_{32} & p_{33} & p_{34} \\ p_{41} & p_{42} & p_{43} & p_{44} \end{bmatrix}$$

The estimation of each element in the matrix $P_4$ using formulae 1, 2 or 3 will generate two estimated values. The example below shows how to determine the estimated value of one matrix element $P$: $p_{12}$ of Expert-4.

**Formula 1:**

$$\varepsilon p_{1k}^1 = p_{1j} + p_{jk} - \frac{1}{2}, \quad j \neq i, k$$

$$\varepsilon p_{12}^1 = p_{11} + p_{21} - \frac{1}{2}, \quad j \neq 1, 2$$

$$j = 3 \rightarrow \varepsilon p_{13}^1 = p_{13} + p_{32} - \frac{1}{2} = 0.80 + 0.40 - 0.5 = 0.70$$

$$j = 4 \rightarrow \varepsilon p_{14}^1 = p_{14} + p_{42} - \frac{1}{2} = 0.70 + 0.65 - 0.5 = 0.85$$

**Formula 2:**

$$\varepsilon p_{1k}^2 = p_{j1} - p_{ji} + \frac{1}{2}, \quad j \neq i, k$$

$$\varepsilon p_{12}^2 = p_{j2} - p_{1j} + \frac{1}{2}, \quad j \neq 1, 2$$

$$j = 3 \rightarrow \varepsilon p_{31}^2 = p_{31} - p_{13} + \frac{1}{2} = 0.40 - 0.20 + 0.5 = 0.70$$

$$j = 4 \rightarrow \varepsilon p_{41}^2 = p_{42} - p_{41} + \frac{1}{2} = 0.65 - 0.20 + 0.5 = 0.85$$

**Formula 3:**

$$\varepsilon p_{1k}^3 = p_{ij} - p_{kj} + \frac{1}{2}, \quad j \neq i, k$$

$$\varepsilon p_{12}^3 = p_{1j} - p_{2j} + \frac{1}{2}, \quad j \neq 1, 2$$

$$j = 3 \rightarrow \varepsilon p_{13}^3 = p_{13} - p_{23} + \frac{1}{2} = 0.80 - 0.60 + 0.5 = 0.70$$

$$j = 4 \rightarrow \varepsilon p_{14}^3 = p_{14} - p_{24} + \frac{1}{2} = 0.70 - 0.35 + 0.5 = 0.85$$

The estimated values of all elements of the matrix $P_4$ are presented in Table 4.
Table 4
Estimated values of matrix element $P_4$.

<table>
<thead>
<tr>
<th>Element matrix</th>
<th>Actual judgment</th>
<th>Estimated values before transformation</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{12}$</td>
<td>0.40</td>
<td>0.70</td>
</tr>
<tr>
<td>$P_{13}$</td>
<td>0.80</td>
<td>0.50</td>
</tr>
<tr>
<td>$P_{14}$</td>
<td>0.70</td>
<td>0.25</td>
</tr>
<tr>
<td>$P_{21}$</td>
<td>0.60</td>
<td>0.15</td>
</tr>
<tr>
<td>$P_{22}$</td>
<td>0.60</td>
<td>0.75</td>
</tr>
<tr>
<td>$P_{23}$</td>
<td>0.35</td>
<td>0.80</td>
</tr>
<tr>
<td>$P_{31}$</td>
<td>0.20</td>
<td>-0.10</td>
</tr>
<tr>
<td>$P_{32}$</td>
<td>0.40</td>
<td>0.10</td>
</tr>
<tr>
<td>$P_{33}$</td>
<td>0.10</td>
<td>0.25</td>
</tr>
<tr>
<td>$P_{41}$</td>
<td>0.30</td>
<td>0.60</td>
</tr>
<tr>
<td>$P_{42}$</td>
<td>0.65</td>
<td>0.80</td>
</tr>
<tr>
<td>$P_{43}$</td>
<td>0.90</td>
<td>0.75</td>
</tr>
</tbody>
</table>

Table 5
Transformed value calculation of CWS-Index for Expert-4.

<table>
<thead>
<tr>
<th>Element matrix</th>
<th>Actual judgment</th>
<th>Estimated values after transformation</th>
<th>$M_j$</th>
<th>$r(M_j - GM)^2$</th>
<th>$\sum_{j=1}^{r} (M_{ij} - M_j)^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$P_{12}$</td>
<td>0.4167</td>
<td>0.6667</td>
<td>0.7917</td>
<td>0.6250</td>
<td>0.04688</td>
</tr>
<tr>
<td>$P_{13}$</td>
<td>0.7500</td>
<td>0.5000</td>
<td>1.0000</td>
<td>0.7500</td>
<td>0.18750</td>
</tr>
<tr>
<td>$P_{14}$</td>
<td>0.6667</td>
<td>0.2917</td>
<td>0.4167</td>
<td>0.4583</td>
<td>0.00521</td>
</tr>
<tr>
<td>$P_{21}$</td>
<td>0.5833</td>
<td>0.2083</td>
<td>0.3333</td>
<td>0.3750</td>
<td>0.04688</td>
</tr>
<tr>
<td>$P_{22}$</td>
<td>0.5833</td>
<td>0.7083</td>
<td>0.8333</td>
<td>0.7083</td>
<td>0.13021</td>
</tr>
<tr>
<td>$P_{23}$</td>
<td>0.3750</td>
<td>0.7500</td>
<td>0.2500</td>
<td>0.4583</td>
<td>0.00521</td>
</tr>
<tr>
<td>$P_{31}$</td>
<td>0.2500</td>
<td>0</td>
<td>0.5000</td>
<td>0.2500</td>
<td>0.18750</td>
</tr>
<tr>
<td>$P_{32}$</td>
<td>0.4167</td>
<td>0.2917</td>
<td>0.1667</td>
<td>0.2917</td>
<td>0.13021</td>
</tr>
<tr>
<td>$P_{33}$</td>
<td>0.1667</td>
<td>0.2917</td>
<td>0.4167</td>
<td>0.2917</td>
<td>0.13021</td>
</tr>
<tr>
<td>$P_{34}$</td>
<td>0.3333</td>
<td>0.5833</td>
<td>0.7083</td>
<td>0.5417</td>
<td>0.00521</td>
</tr>
<tr>
<td>$P_{41}$</td>
<td>0.6250</td>
<td>0.7500</td>
<td>9.2500</td>
<td>0.5417</td>
<td>0.00521</td>
</tr>
<tr>
<td>$P_{42}$</td>
<td>0.8333</td>
<td>0.7083</td>
<td>0.5833</td>
<td>0.7083</td>
<td>0.13021</td>
</tr>
<tr>
<td>$P_{43}$</td>
<td>1.01042</td>
<td>0.93750</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Step 3
Transform all the estimated values using equation (17). Table 4 shows that some estimated values are outside the range $[0, 1]$. This indicates the need for transformation. The estimated values are in the range $[-0.1, 1.1]$. Based on equation (17), the transformation function used is:

$$f(x) = \frac{x + 0.1}{1 + 2 \times 0.1}$$

The transformations of the estimated values are presented in Table 5.

Step 4
Calculate the CWS-Index for the experts by using equation (19). The calculation of the CWS-Index for Expert-4 is shown in Table 5. For each element of the matrix $P_4$ there are three values ($r = 3$), i.e. two estimated values and one real value.

Discrimination = \[ \frac{\sum_{j=1}^{r} r(M_j - GM)^2}{n - 1} = \frac{1.01042}{12 - 1} = 0.09186 \]

Inconsistency = \[ \frac{\sum_{j=1}^{r} \sum_{i=1}^{r} (M_{ij} - M_j)^2}{n(r - 1)} = \frac{0.93750}{12 \times (3 - 1)} = 0.03906 \]

CWS-Index for Expert-4 = \[ \frac{0.09186}{0.03906} = 2.351 \]
Step 5

Determine the Expertise-based Ranking of Experts according to the CWS-Index values.

The CWS-Index calculation and the results are presented in Table 6. The CWS-Indexes for Expert-1, Expert-2, Expert-3, Expert-4 and Expert-5 are, respectively, 3.840, 22.039, 52.127, 2.351 and 18.757. Based on these CWS-Indexes, the Expertise-based ranking of the experts obtained is Expert 3–Expert 2–Expert 5–Expert 1–Expert 4.

Table 6 ranks Expert-3 first because Expert-3 has the highest ‘ability to differentiate’ and a low ‘inconsistency value’ (which means that Expert-3 is very consistent) so that he/she has the highest CWS-Index and is ranked first. Relating this to the concept of expertise (the ability to differentiate consistently), Expert-3 has a very high ‘ability to differentiate consistently’, the highest of all the experts, so Expert-3 is put in first place.

In terms of the value of inconsistency, Expert-2 is the most consistent expert because he or she has the lowest inconsistency value. However, he or she has a low discrimination value. This low discrimination value means that Expert-2 cannot differentiate well between alternatives. An expert should have the ability to differentiate between cases that are similar but not exactly the same [7,8,25] and the ability to differentiate is a necessary condition for an expert [7,8]. The low discrimination value makes the CWS-Index of Expert-2 lower than that of Expert-3, so Expert-2 cannot be ranked first. If, instead, the ranking had been based solely on consistency values (as in consistency-based ranking of experts), Expert-2 would definitely have been ranked first.

Expert-5 has the second highest discrimination value, but because Expert-5 does not have a very good inconsistency value, he/she is not ranked second. Those who are not consistent are certainly not experts [23]. This is reflected in the CWS-Index which is lower for Expert-5 than for Expert-2. Based on the value of CWS-Index, Expert-2 is ranked second and Expert-5 third.

Expert-4 has high ability to differentiate, but he/she has the worst inconsistency score, so he/she is ranked last. Although the discrimination ability of Expert-4 is better than that of Expert-1, Expert-4 is the least consistent expert, having the lowest CWS-Index, so is placed in the lowest rank.

Based on the CWS-Indexes in Table 6, the expertise-based ranking of experts is Expert 3–Expert 2–Expert 5–Expert 1–Expert 4. The ranking of these same experts may be different in another case, or even in the same case using different criteria, because each expert has different expertise in different fields [44,45]. For example, if the experts assess four paintings using a different criterion, such as the economic value of the paintings, the ranking of the experts may be different because a person could be an expert in art and not an expert in the economic value of a painting.

This research proposed an alternative way to estimate inconsistency without the necessity to do repetitions. The price is that the experts should judge two alternatives at once using pairwise comparisons approach of FPR that seems to be more difficult judgment than merely evaluating an individual alternative. Fortunately, although judgment using pairwise comparison seems to be rather difficult, but pairwise comparison has the advantage of focusing the assessment on two objects at a time [10].

The proposed model requires nC2 pairwise comparisons (n is the number of alternatives). In this example, there are 4 alternatives and the proposed model requires n(n − 1)/2, 6 judgments for each expert. As the number of alternatives increase, this method calls for increasingly more judgments, for example 5 alternatives needs 10 judgments, 6 alternatives needs 15 judgments, 7 alternatives needs 21 judgments etc. This will be inconvenient for the experts to do so many judgments. Another reason to limit the number of alternatives is the limitation of human capacity, as the human can differentiate up to 7 ± 2 alternatives [46–48]. The proposed model should be used when there are only a small number of different alternatives and the replication is difficult to do independently. Based on the work of Ozdemir [48], the authors suggest a maximum of 7 ± 2 alternatives. If we only have a small number of alternatives, this method has the advantage of obtaining independent replications (it is difficult to do with the previous method by Weiss and Shanteau [7,8]).
5. **Conclusion**

This paper proposed an *expertise-based ranking of experts* method to rank experts; in this method every expert gives his/her judgment in the pairwise comparison approach of Fuzzy Preference Relations.

*Expertise-based ranking of experts* in this study identifies expertise using the methodology of Weiss and Shanteau [7]; here expertise is considered to be ‘the ability to differentiate consistently’ and is expressed as the CWS-Index, a ratio between the discrimination and the inconsistency values. The difficulties in measuring inconsistency using independent repetition are solved by using the Additive Consistency property of Fuzzy Preference Relations.

The proposed model enables us to obtain the expertise-based ranking of experts based on their assessment level, and the result should be that the higher the expertise level of an expert, the higher his/her CWS-Index and rank.

This method has two advantages:

1. It uses the whole expertise concept.
   In previous research, the ranking of experts is only determined by the consistency of the experts’ assessment. In this study, the ranking of the experts is determined based on the consistency and the ability to distinguish, so the determination of the ranking in this study uses the whole concept of expertise.

2. It solves the difficulty of measuring independent repetition.
   In previous research related to expertise, the consistency measurement required repeated measurements, but an assessment will be influenced by the previous evaluation. In this study, repetition is not necessary because it has been replaced with the estimations obtained from the additive consistency property.

6. **Future work**

There is room for further research based on the developments in this study, namely:

- The study of *Expertise-based ranking of experts* when the experts give their evaluations using *incomplete* FPR.
- The analysis of *Expertise-based ranking of experts* when the experts give their evaluation in a *format* that is *different* from pairwise comparisons FPR.
- *Expertise-based ranking of experts* can be developed into *Expertise-based experts’ importance weights* that specify the importance weights of the experts in Group Decision Making, and can be continued with the use of these importance weights in the process of aggregating the individual opinions into a group opinion.
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