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Abstract

The nexus between foreign direct investment and economic growth has long been among the most debated issues in macroeconomics. 

very much important. This current research employs a contemporary time-series procedure, involving several unit-root tests 

namely Augmented-Dickey-Fuller (ADF), Phillips-Perron (PP), Kwiatkowski-Phillips-Schmidt-Shin (KPSS), and Lee-Strazicich (LS), an 

evidence of long-run and short-run causal direction from GDP to FDI. In contrast, FDI generates only a short-run relationship on GDP. 
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1 Introduction
Indonesia is an interesting case for the study of the rela-
tionship between foreign direct investment and economic 
growth. Currently, Indonesia is leading the charge in the 
ASEAN bloc with its share from the ASEAN's GDP mea-
sured at 35.72% and the World's GDP measured at 3.9% 
in 2019 (The Asean Post Team, 2019). The growth rate of 
Indonesia's Economy has been consistently stable around 

which is 3.2% (World Development Indicator, 2019). 
Although it still stands behind the two Asian giants – 
India and China – in growth terms, Indonesia has kept its 
growth on a stable path even during the Global Financial 
Crisis of 2008-2009. 

economic growth is Foreign Direct Investment (FDI). 
This investment is crucial, especially when there are insuf-

the average domestic savings rate is still increasing, there 

domestic savings. Compare to other sources of interna-
tional capital, FDI provides advantages as it offers a rela-

and helps augment productivity capacity (Iamsiraroj and 
-

market, relatively cheap labour, and natural resources. 
The growing importance of FDI can be observed in Fig. 1 

developing countries, and transition countries. Over the 

developing countries.
If we compare the value of FDI between these catego-

ries, it shows that the value of FDI in developing countries 
is more stable than that in developed countries. Moreover, 

terms, Indonesia itself is ranked 18th in 2017 with an aggre-
gate FDI value of 21 billion dollars (UNCTAD, 2019). 
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Theoretically, with such a growing trend of FDI, it will 
induce more economic growth by increasing the country's 

In turn, it is also possible that economic growth could 

related to the country economy's performance. When the 
economy is going strong, it is likely that the companies 

focused on exploring its effect on economic growth along 
with economic growth as a location determinant to FDI.

growth with some conditions. Chaudhry et al. (2013); 
-

nomic growth in the host country. Nevertheless, it strongly 
depends on the economic environment of the host country, 
which can not only absorb the advanced technologies but 

level of human capital is also needed in the process of tech-
nology diffusion. When the host country has a minimum 
threshold stock of human capital, FDI will bring more 
improvements to productivity than domestic investment 

Furthermore, a number of researchers have chosen to 
focus on the causal relationship between FDI and economic 

from FDI to economic growth, using a large cross-coun-

the causal effect of FDI cannot only directly promote eco-
nomic growth, but can also do this indirectly via its terms 
of interaction. In contrast, Agrawal (2015) shows a bidi-
rectional relationship between FDI and economic growth. 

and vice versa. A more recent study by Iamsiraroj (2016) 
emphasises the importance of some essential elements, 
such as a friendly investment climate, openness to trade, 
and the availability of a labour force in amplifying the effect 
of FDI on economic growth of the host country.

-
tionship between FDI and economic growth in Indonesia, 
such as Roy and Mandal (2012), who conducted a study 
over 1981-2008, using a Granger causality test. They found 
unidirectional causality from economic growth to FDI in 
Indonesia. Growth-led FDI is more evident due to the large 

-
tors. Recently, Ali and Mingque (2018) have investigated the 
causal relationship of FDI-economic growth in Asian devel-

and found that there is no evidence of a causal relationship 
between FDI and economic growth in the short-run, but that 

FDI in the long-run. The current research extends the pre-
vious studies in two respects. Firstly, it employs a long-span 
time-series dataset from 1970-2018, which provides a com-
prehensive analysis of causal evidence of growth and FDI in 
Indonesia. Secondly, this recent study applies a contempo-
rary econometrics method of Auto-Regressive-Distributed-

a deeper analysis of the FDI-growth nexus.

2 Literature review
There are two different perspectives in the theoretical lit-
erature on the effect of foreign direct investment on eco-
nomic growth. These are, respectively, modernisation and 
dependency theories. Modernisation theory proposes that 
FDI could generate a positive effect on economic growth 
in developing countries. This theory is based on the fun-
damental principle that economic growth needs capital 
investment (Firebaugh, 1992). Furthermore, moderni-
sation theory is divided into neoclassical and endoge-
nous growth models. In the neoclassical model, the long-
run growth could only result from the exogenous factors 
such as capital accumulation, technological factors, and 
labour force growth, referred as technological progress 
(Solow, 1956). FDI could only stimulate economic growth 
if it permanently enhances technological progress.

While the neoclassical approach focuses on technolog-
ical progress, the endogenous growth model focuses on 
knowledge as the basic form of capital. The creation of 
knowledge will have a positive external effect on the other 

perfectly monopolised. In contrast to capital that has dimin-
ishing returns, knowledge does not have any limit bound-

-
-

petitive market (França and Rua, 2017) and lead to faster 

Fig. 1 FDI inflows between developed countries, developing countries, 
and transition countries, Data source: UNCTAD (2019)
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innovation. FDI is an important source to gain more 
knowledge by newer technology and higher capital stock 
(Anwar and Nguyen, 2010). It also encourages the incor-
poration of new inputs and technology (Iamsiraroj, 2016). 
Hence, FDI can stimulate economic growth not only due 
toits direct effects such as job availability, capital accu-
mulation, and tax income, but also indirectly through the 
channels from the endogenous growth model.

In contrast with modernisation theory's focus on the 
positive effects of FDI on economic growth, dependency 
theory reveals the negative association between the two 
variables. The core of this theory relies on the concepts of 
centre and periphery. Sophisticated industries are located 
in the centre, while in the periphery the industries are lim-
ited to, for example, the production of the raw material for 
the industries in the centre. The industries in the periphery 
are prevented from achieving capital accumulation. Rather 
than being used to develop the periphery, accumulated 
capital is transmitted to the centre (Amin, 1974). Foreign 
capital only delivers a limited transmission of technology; 
consequently, it cannot help to build up the economies of 
the host. Further, the theory argues that dependency on 
foreign investment will bring a negative effect on eco-
nomic development, impacting economic growth and 
income distributions especially. This is due to the fact that 
the multiplier effect from the demand elasticity between 
two sectors is weak, and thereby brings about stagnant 
growth in the developing countries (Adams, 2009).

3 Source data and method of analysis
This study uses annual data from 1970-2018 and E-views 
11 software to analyse the relationship between two vari-
ables, Growth Domestic Product (GDP) and Foreign Direct 
Investment (FDI) in Indonesia. The data was collected 

GDP is the sum of gross value added by all resident pro-
ducers in the economy, plus any product taxes and minus 
any subsidies not included in the value of the products. 
The data is measured in constant 2010 U.S. dollars. In the 
meantime, FDI is measured as direct investment equity 

been converted into a natural logarithm.

tests are applied to check the data series. Auto-Regressive-

performed to estimate the existence of cointegration 
between the variables. The results from cointegration test 
determine that proper model for the long-term equilibrium 

relationship. When a cointegration does exist between the 
variables, an Error Correction Model (ECM) is performed 
to examine the short-term relationship. In contrast, if the 
cointegration test suggests no-cointegration, the short-run 

-
-

ity analysis under Granger test is conducted. Finally, sev-
eral diagnostic tests are performed for checking robustness.

3.1 Unit root tests
When modelling time-series data, it is important to check 
whether the variables are stationary or non-stationary 
series. A stochastic process is said to be stationary if the 
mean and variance are constant, and the value of auto-
correlation is time invariant.1 The reverse situation might 
occur in the non-stationary series. The existence of non-sta-
tionary series could cause spurious regression that leads to 
incorrect inferences (Granger, 2003). The series should be 
stationary as spurious result means there is a highly sig-

t-ratio and high value of R2, but the tested vari-
ables have no interrelationships (Chaudhry et al., 2013). 
If all variables are stationary series, a regular econometric 
model such as regression is an appropriate model. While if 
there is non-stationary series in data, other methodology 
should be applied. When non-stationary series becomes 
stationary after being differenced d times, then the variable 
is said to be integrated of order d, denoted I(d). The series is 

to achieve stationarity. The series is said to be integrated of 
order two if it has to be differenced twice to achieve sta-

testing required no variables are integrated in order two 
or I(2). It is essential to check the variables are in I(0) or 
I(1), otherwise, the presence of I(2) would invalidate the 
methodology. This present study conducts several unit-root 
tests, namely Augmented Dickey-Fuller (ADF), Phillips-
Perron (PP), Kwiatkowski-Phillips-Schmidt-Shin (KPSS), 

3.1.1 Augmented Dickey-Fuller (ADF) test
The ADF test allows for higher-order autoregressive 

Yt i as an explanatory variable in 
the model to detect any autocorrelation (Dickey and 
Fuller, 1981). The null hypothesis is there is a unit root 
( 1 = 0). If the null hypothesis is not rejected, then the 

1 This stochastic process in the time series literature is known as a 
weakly stationary. In most practical situations, this type of stationarity 
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series is non-stationary. There are three variants of the 
ADF test, depending on whether the model should include 
constant or trend. The three models are presented as 
followed:

1. Test with no constant and no trend:

Δ ΔY Y Yt t t i
i

n

t= + +− −
=
∑β α ε1 1 1

1

 (1)

2. Test with constant and no trend:

Δ ΔY Y Yt t t i
i

n

t= + ++ − −
=
∑β β α ε

0 1 1 1

1

 (2)

3. Test with constant and trend:

Δ ΔY Y Ytt t t i
i

n

t= + ++ +− −
=
∑β β β α ε

0 21 1 1

1

 (3)

Yt

variable, t is the white nose error term. A plotting 
of the time-series is carried out to choose a suitable 

-
priate model is model (Eq. (1)). In contrast, if the 

suited. Furthermore, if the data series appears to 

model (Eq. (3)) (Hill et al., 2011).

3.1.2 The Phillips-Perron (PP) test
Phillips and Perron have developed a more comprehensive 
theory of unit root stationary. They use a non-parametric 
approach with respect to nuisance parameters, hence, it 
allows for wide class of weakly dependent and possibly 
heterogeneous data (Phillips and Perron, 1988). This test 
incorporates an automatic correction to the DF test to allow 

statistics, as denoted by Zt and Z  are calculated as:
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The terms  2 and  are consistent estimates of the vari-
ance parameters:
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where T SE(   ) is standard 
error of (   ). Under the null hypothesis  = 0, the asymp-
totic distribution of the PP Zt and Z  is same as with the 
ADF test statistic and normalised bias statistics.

3.1.3 Kwiatkowski-Phillips-Schmidt-Shin (KPSS) test
Kwiatkowski et al. (1992) propose a unit root test under 
the null hypothesis that an observable series is stationary 
around a deterministic trend. The unit root is tested in the 
alternative hypothesis, unlike the null hypothesis of other 
unit root tests. The series itself is expressed by the combi-
nation of deterministic trend, random walk, and station-

-
tistic for the stationary hypothesis. KPSS test takes the 
following model:

Y t rt t t= + + +α α ε
0 1

 (8)

where rt is a random walk:

r r u ut t t t u= + ( )−1
2

0, ~ , .IID σ  (9)

Equation (8) has three different components. Firstly, 
deterministic components which expressed by 0 for a 
constant term and 1t for a linear time trend. Secondly, 
rt is either a random walk component or a constant term, 
which depends on the value of ut u

2 , whether 
ut is disturbance term, 

and by assumption is a series of independent and identi-
cally distributed random variables that has expected value 

u
2 . The null hypoth-

esis is σ u tY I2
0 0= → ( )~  against the alternative hypoth-

esis σ u tY I2
0 1> → ( )~ -

mality and IID for t  and ut

LM = =
∑

1

2

2

1

2T

St
t

T

σε

 (10)

where S et i
i

t

=
=
∑

1
 and let et t = 1, 2, …, T be the residuals 

obtained by regressions of y on an intercept and time 
trend. In addition, σε

2  in the Eq. (10) is the estimate of the 

error variance from this regression (the sum of squared 
residuals divided by T).
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3.1.4 Lee-Strazicich (LS) test
A structural break often occurs in time-series data due 
to policy changes, regime shift, economic crisis, and 
changes in institutional arrangements. In recent times, 
the question of how to identify a structural break becomes 
one of the most important considerations when analysing 
time-series data. Some data series may have structural 
breaks either in the slope or in the intercept, or breaks 
can be found in both the slope and the intercept. Hence, it 
is important to apply a unit root test which can take into 

unit root test in which the alternative hypothesis unam-
biguously implies trend stationarity. This test allows for 
structural breaks under the null hypothesis  = 1 and alter-
native hypothesis  < 1 in a consistent manner. Consider 
the Data Generating Process (DGP) as follows:

y e e et t t t t= ′ + = +−δ β εZt ,
1

 (11)

where Zt is a vector of exogenous variable, and t is an error 
term with assumption IID N (0, u

2 ). There are two mod-

model) which allows for two shift in level and is described 
by Zt = [1, t, D1t D2t ' where Zt is a vector variable, t is time 
trend, and Djt Djt = 1 for 
t TBj + 1, j TBj denotes time 
period of breaks. The other is Model C (known as break 
model) which allows for two shifts in both level and trend 
and is described by Zt = [1, t, D1t D2t DT1t DT2t ' where 
DTjt = t TBj for t TBj + 1, j
process of yt in the crash model can be formulated as follows:

Null: y d B d B y vt t t t t= + + + +−μ
0 1 1 2 2 1 1

 (12)

Alternative: y d D d D vt t t t t= + + + +μ γ
0 1 1 2 2 2

 (13)

In the Eqs. (12) and (13), Bjt = 1 for t = TBj + 1, j = 1, 2, 
v1t and v2t are stationary error 

terms. While for break model, the terms Djt is added at 
Eq. (12) and the terms Djt is added at Eq. (13). Under the 
null hypothesis, it is assumed that d1 = d2 = 0.

following regression:

Δy St t t= ′ + +−δ θ μΔΔZt 1  (14)

where the de-trended series S t

S yt t x= − −ψ δZt , t = 2, …, T, 
yt onto Zt and x equals y1 Z1

where y1 and Z1

yt and Zt respectively. The unit root null is described by 
p t-sta-

tistics for test the unit root null. The location of structural 
breaks ( j = TBj T, j = 1, 2 is determined by utilising a grid 
search as follows:

LM p p=
inf

λ
λ  (15)

LMτ λ
τλ=

inf
.  (16)

As is typical for an endogenous break test, to eliminate 
endpoints the trimming process is utilised over the trim-
ming region 0.1 T, where T

3.2 ARDL bounds testing approach to cointegration 
analysis
For testing the long-run relationship, there are sev-
eral cointegration techniques can be adopted. The most 
common techniques are Engle and Granger (1987), 
Johansen (1988) and Johansen and Juselius (1990). 

-
ing proposed by Pesaran et al. (2001). Compared with the 

some advantages, such as: 
1. 

The techniques can be applied to variables that have 
different order of integration as long as the variables 
are I(0) and I(1).

2. It is suitable not only in the large sample but also in 
the small sample.

3. 
single equation set.

4. It can deduce the dynamic error correction. The gen-
eral error correction model includes the error lag 

testing, different lag terms can be applied for differ-
ent variables.

5. The endogeneity problem and autocorrelation are 
fully solved (Zhang and Zhang, 2018).

-
yse the relationship between GDP and FDI in Indonesia. 
The equation to reveal the long-run relationship is as 
follows:
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Δ Δ
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 (17)

where b1 and b2 represent the short run dynamic relationship, 
c1 and c2 represent the long run dynamic relationship. Dt is 
the dummy variable to account the structural break m and n 
(i = 1, 2, 3, 4, 5) are the lag period for the explained variable 
and each explanatory variable. The white noise error term 
is expressed by t F-statistic 

long run relationship or cointegration. The null hypothesis 
is c1 = c2 -

F-statistic, this model 
also includes a t-statistic of the lagged dependent variables 
to check the cointegration relationship.

Pesaran et al. (2001) provides two sets of critical value 
bonds for the F-statistic: one set is used when all the vari-
ables are I(0) and the other set is used when the variables 
are purely I(1). If the value of the F-statistic or t-statis-
tic is greater than upper bound of critical value, the null 
hypothesis is rejected, and there is long run relationship 
between the variables. On the other hand, if the value of 
the F-statistic is lower than the lower bound of critical 
value, the null hypothesis cannot be rejected, and there is 
no long run relationship between the variables. Finally, if 
the value of F-statistic is between the two critical values, 
then it cannot be judged whether there is long run rela-

from Pesaran et al. (2001), we also use additional criti-
cal value from Narayan (2005). The critical value from 

range 30 until 80 observations.
Short run dynamic relationships are applied by using 

the Error Correction Model (ECM) as stated below:

Δ ln ln lnGDP GDP FDI

ECT

= + +

+ +

−
=

−
=

−

∑ ∑a e et i
i

m

t i
i

n

t t

2 1

1

2

0

1
τ μ

 (18)

where es shows short run dynamics, ECT denotes error cor-
rection terms measuring the speed of adjustment toward 
long run equilibrium after a short run shock. The expected 

convergences did exist (Rahman and Kashem, 2017). 
-

cates that the result is inconclusive.

3.3 Diagnostic tests of the model

are the residuals are serially uncorrelated and homosce-
dastic. We apply several diagnostic tests to ensure the 

autocorrelation in dynamic models. It allows up to the rth 
order. The model for the error, as follows:

v v v v Nt t t r t r t t= + +…+ + ( )− − −ρ ρ ρ ε ε σε1 1 2 2

2
0~ , .  (19)

The null hypothesis is 1 = 0 and 2 = 0 and r = 0 
(no autocorrelation). The test statistic T r R R−( ) 2 2

~ χ  
asymptotically distributed, where T is number of obser-
vations in the basic series, and r is the number of lags of 
the error terms.

tests whether the variance of the errors from a regression 
is dependent on the values of the independent variables. 
In this situation, heteroscedasticity is present. It esti-
mates a linear regression model and obtains a set value of 
residuals u1 u2 un

errors, this test features an auxiliary regression equation 
as follows:

u Z Z Z vi i i p pi i
2

1 2 2 3 3
= + + +…+ +γ γ γ γ .  (20)

The null hypothesis is 1 = 2 = … = p = 0. In contrast, 
the alternative hypothesis is that at least one of s is differ-

normality of the error of the models. The idea of this test 

-
sis less than 3. Skewness is denoted as S, and kurtosis is 
denoted as K: 

S E u K E u
=

( )
( )

=
( )

( )

3

2
3 2

4

2
2

σ σ
and .  (21)

JB = +
−( )⎡

⎣
⎢

⎤

⎦
⎥T S K2 2

6

3

24
 (22)

where T
a 2(2) under the null hypothesis that is a combination of 
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3.4 Stability tests of the model
The classical linear regression model has the implicit 
assumption that the appropriate "functional form" is lin-
ear. However, this assumption may not always be upheld. 
In order to check whether the model held the assumption, 
it can be test by using Ramsey RESET test, a test to check 

y yt t
2 3
, , etc.) and the 

original explanatory variables into auxiliary regression. 

y y y y x vt t t n t
n

i it t= + + +…+ + +∑β β β β α
1 2

2

3

3  (23)

Higher order powers of y can capture other form of 
non-linear relationships, since they embody cross-product 
and higher order powers of the original explanatory.

y x x xt t t n nt
2

1 2 2 3 3

2= + + +…+( )α α α α  (24)

The test statistic is given by TR2, the value of R2 is from 
the Eq. (23). It is distributed asymptotically as a 2(p

The stability of the model is tested under the cumula-
tive sum of recursive residuals (CUSUM) and the cumu-
lative sum of recursive residuals of squares (CUSUMSQ). 
Page (1954) uses a quality number, , to measure a parame-
ter of distribution. He devised CUSUM as a tool to measure 
the changes in , and constructed a criterion for deciding 
when to take corrective action. Under the null hypothesis 

-
ever, many residuals will appear in the sum (due to the 

CUSUM applies when the cumulative score is plotted on a 
chart, and the value of change is constant and less than 5%.

The CUSUMSQ is a complement to test the parame-
ter stability, especially when the value of change is hap-

the null hypothesis of parameter stability, the CUSUMSQ 

CUSUMSQ need to be between 5% critical bounds to 
indicate parameter stability.

3.5 Granger causality
If there is cointegration between two or more time-se-
ries, then there is a potential Granger causality between 
them, either unidirectional or bidirectional (Rahman and 
Kashem, 2017). We need to apply a causality test in order 
to know the direction of the causality. Granger (1969) 
shows whether X causes Y by testing how much the cur-
rent y can be predicted by using the value of past Y and 
the lagged of X. We can say that Y Granger-caused by X 
if X can help to determine the value of current Y or if the 

X
We use the following model to examine the Granger cau-
sality between GDP and FDI:

Y a Y a Y b X b X ut t p t p t p t p t= + +…+ + +…+ +− − − −μ
0 1 1 1 1

 (25)

where a1 to ap and c1 to cp

lagged dependent variable, and b1 to bp and d1 to dp repre-

Note that the series are in the level from and not in the dif-
ference form. The ut and vt are white noise error terms, and 

The procedure of Granger causality is estimate by 
using vector autoregression (VAR). We need to determine 
the maximum number of lags by applying VAR lag tech-
niques. The usual information criteria such as AIC or SC 
becomes the basis to choose the lag length. Then, the null 
hypothesis for Eq. (25) is b1 = b2 = … = bp = 0 which indi-
cate X does not Granger cause Y against the alternative 
hypothesis that X Granger causes Y.

4 Findings and analysis
4.1 Summary statistics of the main variables
The summary statistics of the main variables is presented 
in Table 1. The GDP variable has a mean value 26.5802, 
with a minimum value 25.2078. Accordingly, FDI has 

-

in 1998 to 2000 that are negative in values (as displayed 
in Fig. 2). To normalise the data series, the missing values 
because of the natural logarithm transformation are con-

in the period 1998-2000 are mainly due to the Asian crisis 
at that time, with Indonesia being the third worst hit country 
in the region (IMF, 1998). The uncertain political situation 
in 1998 (known as May 1998 riots or tragedy) has ampli-

devaluation of the rupiah, a large withdrawal of credit from 

The last column of the Table 1 shows the probability 

the probability value is 0.2922, which is larger than the 5% 
level, suggesting a normal distribution of GDP. In contrast, 

Table 1 Summary statistics of the main variables

Series Mean Std. 
Error Min. Max. P-value

GDP 26.5802 0.7287 25.2078 27.7680 2.4610 0.2922

FDI 16.8629 5.8226 0.0000 20.8650 92.5635 0.0000

Note: The data are transformed into natural logarithm.
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that the data is normally distributed.
In other words, the FDI data is not normally distributed. 

-
ferent distributions, which leads to the usage of a proper 
methodology to deal with the data, as performed below.

4.2 Findings of the unit root test

series variables is performed to track the existence of 
trend in the data-series. As shown in Fig. 2, GDP data do 
exhibit a trend, suggesting that an appropriate unit root 
model is the trend model. In contrast, the FDI data-series 

-
tic of a constant without any trend. The results of unit root 
tests under several methods, namely ADF, PP, KPSS, and 

From the results in Table 2, GDP series is non-station-

-

Additional information that can be drawn from Table 2 
is that the GDP and FDI series have two possible breaks, 
in 1998 and in 2006. The break in 1998 is due to the Asian 

the break there is mainly due to a high increase in the 
world oil price, which reached its highest level in 25 years 
(around $70 dollar per barrel) and triggered a medium level 

4.3 ARDL model estimation

determine the optimum lag length for the Eq. (17). In this 

Table 2 Unit root test results

ADF, PP, and KPSS test

Variables
ADF PP KPSS

First Dif. First Dif. First Dif.

GDP 0.0892

FDI 0.1684 0.0559

First Dif.

Model T-stat T-stat

GDP Crash D: 1982 1998 D: 1980 1995

D: 1987 2006

DT: 1987 2006

FDI Crash D: 1998 2006 D: 1980 1982

D: 1996 2006 D: 1980 1983

DT: 1980 1983

Fig. 2 GDP and FDI in Indonesia from 1970-2018 (The original data 

for GDP are in constant 2010 US$ while FDI are in millions US$, data 

are transform into natural logarithm), Data source: World Development 

Indicator (2019)
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the optimum order of lag is m = 2; n = 0. Subsequently for the 
equation with FDI as the dependent variable (model 2), the 

m = 2; n = 1.
In addition, the model for GDP as dependent variable is 

a "constant and trend" equation, whereas the model for FDI 
as dependent variable is "constant" equation. The equations 
are chosen based on the best results in diagnostic tests.

model following the well-suited lag-length as indicated in 

represent the second break picturing the shock in oil price, 

-
cantly affect GDP and FDI of Indonesia.

-
icant in both models. This implies that although the shock 
oil price in 2006 decreased the value of GDP and FDI, its 

are positive, which indicate that higher FDI will induce 
higher economic growth and higher economic growth will 
attract FDI. To check the existence of a long run relation-

the t-statistic of the lagged dependent variables.
-

cal values and the critical values. The critical value is based 
on table CI(v) for model 1 and table CI(iii) for model 2, fol-
lowing Pesaran et al. (2001). Another set of critical val-
ues are taken from Narayan (2005). For model 1, the value 
of F-statistic and t-statistic is lower than all critical val-
ues. It shows that there is no indication of cointegration 
between variables in the model. On the other hand, the val-
ues of the F-statistic and t-statistic in model 2 exceed the 

Pesaran et al. (2001) and Narayan (2005)2. It implies that 
there is cointegration or a long-run relationship between 

in the two models suggesting the existence of a long-run 
relationship from GDP to FDI, whereas there is no evi-
dence of a long-run relationship from FDI to GDP.

4.4 Findings of short-run dynamic relationship
The short-run dynamic relationship can be analysed 
through two approaches. An Error Correction Model 
(ECM) is employed when there is an existence of cointe-

when there is no cointegration between variables. From 
-

tion is exist in model 2 (GDP leads to FDI), whereas there 
is no cointegration is found in model 1 (FDI increases 
GDP). Hence, the short-run analysis for model 1 is per-

estimation for model 2 uses the ECM.
Table 5 shows the estimation results of the short-run 

-
-

ing that the past GDP brings positive impact to the current 
-

icant impact on GDP, as a 1% increase in FDI will result 
in an increase in GDP of 0.0031%. Since evidence for the 
impact of FDI is only found in the short-run dynamics, it 
could be an indication that Indonesian market is an attrac-
tive market for the short-term period.

2 Absolute value of t-statistic greater than absolute upper critical value 

Table 3

Dependent 
variable Regressors t-statistic

(Model 1)

lnGDP 1.1813

lnGDP

lnFDI 0.0006 1.2615

C 0.3707 0.5445

Trend 0.0004 0.2759

R-squared: 0.9997

Adjusted 
R-squared: 0.9996

F-statistic: 20069.47

(Model 2)

lnFDI 0.0885

lnFDI 0.0500

lnGDP 11.4413

lnGDP

C 17.6938

R-squared: 0.9853

Adjusted 
R-squared: 0.9831

F-statistic: 446.3018
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In model 2, similar with the long-run dynamics, a rise 
-

nomic growth is one of necessary conditions for investors 

the short-run, there will be an adjustment toward long-run 

speed of adjustment toward equilibrium.

4.5 Findings of diagnostic tests
This section performs the diagnostic test to check that the 
residual of each model is uncorrelated and homoscedas-
tic. Table 6 presents the results of diagnostic tests using 

that there is no serial correlation and no heteroscedastic-

seen that the residuals from model 1 are not normally dis-
tributed, whereas the residuals from model 2 are normally 
distributed.

4.6 Findings from the functional form test and the 
stability tests
In checking whether the functional form of the model 

The probability value from Ramsey RESET test for 
model 1 is 0.8091, and for model 2 is 0.1045. These results 

Stability tests are conducted in order to check a struc-
tural break of the series during the observed period. 

through the curves of CUSUM and CUSUMSQ. As shown 
in Fig. 3 (is displayed in Appendix), the residual plot of 
model 1 (Fig. 3 (a)) shows that none of the critical value 
(the red lines) are crossed by CUSUM and CUSUMQ 
curves. For model 2 (Fig. 3 (b)), the plot of CUSUM is 
well within the critical value, while the plot of CUSUMSQ 
is slightly crossing to the lower bound of the critical value 

in this study are well-explained and no systematic change 

4.7 Findings from Granger causality
After testing the cointegration relationship, one can check 
the causality relationship between the variables by using 
Granger causality test. As there is cointegration in the 
models, there is at least one direction Granger causality 
would appear. In Model 1, the null hypothesis that FDI 
does not Granger cause GDP cannot be rejected, as the 
probability of test statistic is 0.9917, greater than the 10% 

not Granger caused GDP in the short-run.
In Model 2, the null hypothesis that GDP does not Granger 

cause FDI is rejected as the probability of test statistic is 

In other word, GDP does Granger cause FDI. This means 
-

diction of the current value of FDI. Even in the presence 
of the past FDI in the country, GDP can lead to the move-
ment of FDI. From these results, we can conclude that there 

Table 4 F statistic and t statistic)

Dependent 
variables: 
GDP

F-statistic: 0.8582

t

Dependent 
variables: 
FDI

F-statistic: 477.2555

t

 

Pesaran et al. (2001) Narayan (2005)

F-test t-test

I(0) I(1) I(0) I(1) I(0) I(1)

1% 8.74 9.63 9.890 10.965

5% 6.56 7.30 7.080 7.910

10% 5.59 6.26 5.880 6.640

Table 5 Estimated short-run coefficients and ECM results

Dependent 
variable Regressors t-statistic

C 0.0393

0.3278

0.0728 0.5475

0.0031

C 6.3796

0.3504

0.0599 0.5003

76.7440

42.1814

ECT 0.4406

Table 6 Diagnostic tests results

Dep. Godfrey

Variable F-stat Sig. F-stat Sig. Stat. Sig.

0.9092 0.4114 1.4346 0.2257 29.9728 0.0000

2.9623 0.0637 1.3518 0.2576 0.1061 0.9483
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is a short-run unidirectional causality running from GDP 
to FDI in Indonesia. This unidirectional causality is in line 
with Hsiao and Hsiao (2006) and Sarker and Khan (2020) 
although the countries under studies are different.

5 Conclusion and policy implications
This research examines the short-run and long-run dynamic 
and the causal relationship between GDP and FDI in 
Indonesia over the period 1970-2018. The empirical results 

relationship as well as a short-run relationship from GDP to 
FDI. The signs and values of Error Correction Term (ECT) 

short-run relationship and the short-run disequilibrium for 
the FDI equation is converged to long-run equilibrium.

In addition, there is no evidence of long run relation-
ship from FDI to GDP. However, in the short-run dynamic, 

increase in FDI results in an increase in GDP in the short 
run. The Granger causality test reveals the presence of the 
unidirectional causality running from GDP to FDI.

-
icies in supporting a stable growth rate of GDP should 
be maintained in order to attract more FDI to Indonesia. 
Secondly, since the effect of FDI on GDP is only found 
in the short-run, government may develop relevant strat-
egies to make Indonesian market also attractive for long-
run investment. Thirdly, political stability is one of the 
important policies to have a stable macroeconomic posi-
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Appendix

Fig. 3 Plot of CUSUM and CUSUM of Squares for model 1 (a) and model 2 (b)

(a)

(b)
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