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Abstract. Sentiment analysis aims to automatically identify and classify the tone or polarity of people’s opinion in an unstructured text. This paper focuses on evaluating the accuracy of sentiment analysis methods to classify Indonesian higher education teaching conduct. In this context, we make the following contributions: (1) evaluation on the impact of text preparation methods in term of accuracy of sentiment analysis results, (2) evaluation the accuracy of three popular sentiment analysis methods (i.e., Naive Bayes, Support Vector Machine, Decision Tree) in classifying Indonesian text, and (3) proposal and evaluation on the effectiveness of combining the results from the three methods considered in this study with hope to improve the results’ accuracy. Finally we analyzed cases where all classifiers suggested incorrect sentiment classification and highlighted areas for future works to improve the accuracy of sentiment analysis, in particular for Indonesian Text.
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INTRODUCTION

Sentiment analysis is the task of clustering or classification of open ended and unstructured text which often contains opinions of people about a specific topic with objective to better understand people’s opinion on the topic [1, 2]. For example, an organization performed sentiment analysis on their social media page (e.g., Twitter, Facebook) to understand how the general public perceived the organization and its products/services. In contrast to rating system in common online shopping platform such as Amazon, Shopee and Tokopedia, people expressed their opinion in social media as a qualitative open-ended text. While open ended question allows people to better express their opinion, there are times when the organization need to understand the polarization of an opinion (e.g., whether a person is expressing a negative or a positive experience). Understanding the polarization of thousands, millions or more opinions is time consuming and thus, a significant number of resources are needed if this task is to be performed manually. Hence, sentiment analysis has been the focus of many research in recent years to automatically cluster or classify many opinions of a particular topic.

In term of task type, sentiment analysis is commonly used to classify and/or to cluster a collection of unstructured text. The classification task focuses on grouping a set of text (e.g., opinions) into subsets of predetermined groups (often labeled as classes) [3]. In contrast, the clustering task focuses on grouping a set of text based on similarities or patterns within the text with no predetermined groups [3].

In this paper, we focus on applying sentiment analysis method to classify undergraduate student feedback on teaching conduct of their enrolled classes. The selected case study used in this paper is from the University of Surabaya, Indonesia. Hence, the data collection is in Indonesian. In early 2020, the COVID-19 pandemic forced each and every academic institution to radically and immediately switch their teaching methods from traditional here
both the lecturer and the students physically attend classes to online learning. Such radical changes had raised many concerns and adjustments to do.

Among the many adjustments to do was the lecturers and students’ attendances system. Traditionally, prior starting a class, the lecturer(s) need to get an empty set of attendance form, fill in the date and time of the class, sign in, write the topic of the day. Sequentially, students who attend the class should also put their signatures in the attendance form. Such mechanism was no longer feasible when the teaching and learning activities went online.

Therefore, in early 2021, the university implemented a new attendance system which is expected to be applicable for any method of learning activities (i.e., online or offline). To confirm his/her attendance, the new attendance system requires each student to provide feedback using browser using their mobile device (accessible through https://m.ubaya.ac.id) or using device with larger screens such as laptop (https://neo.ubaya.ac.id). Figure 1 shows the user interface for both mobile and desktop version. In general, students were asked to provide feedback on the duration, conformance to the topic, and the availability of teaching materials in the University’s online learning space. In addition to the four closed questions, students were asked to provide comments as an open-ended answer. The number of questions was limited to minimize the amount of student’s effort in confirming his/her attendance.

As noted in Fig. 1, there was no option for students to rate how well or bad a class was being conducted by the lecturer. The comment was made available to capture students’ expressions on the class conduct. While such feedback is important for the lecturer to further improve the teaching and learning process, the university’s management need an aggregated view to quickly understand how well a class was conducted. Such view will also enable the management to evaluate the quality of teaching and learning over a period of time from the students’ perspective.

Hence, the problem that this paper aims to solve is how to better understand students’ sentiments on teaching conducts based on their feedback. To solve the problem, we empirically evaluated the effectiveness of sentiment analysis methods in classifying the students’ open-ended comments. In this context, we make the following contribution:

1. We evaluated the impact of text preparation methods on the accuracy of sentiment analysis methods. The considered text preparation methods include stop words removal, stemming, and tokenization.
2. We evaluated three general sentiment analysis methods adapted to the problem of classifying feedback of higher education teaching conduct: (1) Naive Bayes, (2) SVM, and (3) Decision Tree.
3. We evaluate the effectiveness of combining results of the three sentiment analysis methods using a vote mechanism.

RELATED WORKS

In this paper, we performed empirical evaluation following the five steps to analyze data as suggested by Alessia et al. [4]: (1) data collection, (2) text preparation, (3) sentiment detection, (4) sentiment classification, and (5) presentation of output. Here, we provided discussion on alternatives to perform each of the five steps as found in the literature.

Data Collection

Data collection is the first step with purpose to collect data for training and evaluation purposes. Data may be collected specifically to fit a specific research purpose (i.e., primary data) or collected from other systems that collected data for other purposes (i.e., secondary data) [5]. This research uses secondary data from an attendance system in the University of Surabaya containing students’ feedback with purpose to improve teaching and learning activities in the university.

Data can be either quantitative that uses numbers to represent phenomenon or qualitative that describes phenomenon using text, audio, or other visual medium. Depending on its structure, data can be classified as simple or complex [5]. In this paper, the data used is qualitative with simple data structure.

Text Preparation

After data is collected, data is then transformed to enable better data analysis results. Data preparation includes removing special characters (e.g., $, %, &), removing numbers, lower-casing, stemming, and removing stop-words [6]. In this paper, we performed lower-casing and, following the work of, Pradana and Hayaty [7], evaluated the impact of stemming and stop-words removal on sentiment analysis.

We particularly interested on evaluating the impact of stemming and stop-words removal as experiments on the use of the two data preparation methods show contradictory results. Sentiment analysis studies on Indonesian text suggest that stemming and stop-words removal degrade the accuracy of sentiment analysis results. A study on sentiment analysis on Indonesian text by Pradana and Hayaty [7] suggests that stemming and stop-words removal actually reduced the accuracy of sentiment analysis as evaluated in their study. Similarly, a study on sentiment analysis on Indonesian tweets by Hidayatullah, Ratnasari, and Wisnugroho [8] shows that stemming does not improve the sentiment classifiers evaluated in their study. In contrast, a sentiment analysis study by Angiani et al. [9] suggests that stemming and stop-words removal does, in general, improve sentiment analysis accuracy.

Sentiment Classification

Sentiment classification aims to detect the subjectivity in text and/or classifying opinions and sentiment inherent in text [4, 10]. Sentiment classification commonly aims to detect the polarity of sentiment in a text into contrasting groups such as negative or positive (or neutral), good or bad, pros or cons, and support or oppose. In this context, we aim to classify student feedback into two classes: negative or positive.

In term of approaches, Alessia et al. [4] suggest that sentiment classification approaches can be classified into three main categories: machine learning, lexicon based, and hybrid (that combines the benefit of both machine learning and lexicon-based approaches). Machine learning approaches utilize term presence and frequency, and negations to classify a collection of text. Lexicon base approaches classify text by detecting the presence of set of terms (i.e., sentiment dictionary) in a text. In this paper, we investigate the accuracy of three supervised machine learning approaches, Naive Bayes, Support Vector Machine (SVM), and Decision Tree in classifying the polarity of student feedback. Our study is similar to study by Laksana and Purwarianti [11] that compare the use of Naive Bayes, Support Vector Machine (SVM), and Decision Tree to classify Indonesian tweets.

Naive Bayes is known to be an accurate and yet, simple (i.e., computationally efficient) in solving text classification problem. The Naive Bayes Classifier has been found as accurate in classifying text into polar categories: neutral, positive, and negative [12, 13]. Fiarni, Maharani, and Pratama [12] study used Indonesian text
(as in our study) and shows that their Naive Bayes classifier implementation is able to classify customers feedback with 89.21% accuracy. Thus, we seek to replicate their success in this study.

Support Vector Machine (SVM) is a supervised machine learning approach that are commonly used to solve classification problem [14]. SVM relies on a set of feature vector $x$ with its corresponding value $y$ indicating whether the feature vector is within or outside a particular class. An empirical study on the use of SVM to classify sentiment within tweets on a transportation service in Indonesia by Syahputra, Basyar, and Tamba [15] suggest that their SVM classifier implementation was able to accurately classify 91.8% of their testing data.

The last classification method used as a comparison is Decision Tree. Decision tree is used as a predictive model in decision tree learning, mapping observations about an item to conclusions about the item’s target value. The root, internal, and leaf nodes of a decision tree structure. It’s a tree structure resembling a flow chart, with each internal node representing a test condition on an attribute, each branch represents the test condition’s outcome, and each leaf node (or terminal node) is labeled with a class label. The root node is the highest node in the hierarchy. The decision tree is built in a divide-and-conquer manner. Each decision rule is formed by a path in the decision tree. From top to bottom, it generally employs a greedy approach. The decision tree classification technique has two stages: tree construction and tree pruning. The top-down approach is used when building trees. The tree is recursively partitioned during this phase until all data items have the same class label. Because the training dataset is traversed repeatedly, it is extremely computationally intensive [16]. An empirical study by Bayhaqy et al. [17] shows that the accuracy in performing sentiment analysis of decision tree approach outperformed the accuracy of K-NN, and Naive Bayes approaches. Hence, we consider decision tree as a promising contender to the Naive Bayes and SVM approaches in performing sentiment analysis.

**Evaluation and Presentation of Output**

The last, not the least important, step is to evaluate the accuracy of the selected sentiment classifier approaches and present it in a meaningful and easy to understand manner [4]. As suggested by Yadav and Shukla [18], in this study, we focus on maximising accuracy as it is considered as the most critical measure in classification task.

In terms of data validation, Yadav and Shukla [18] compares the use of k-fold cross-validation and hold-out validation on large data sets. Their empirical results suggest that k-fold cross-validation can be as an alternative to hold-out validation with comparable results. In this study, we use k-fold cross-validation with k=5 following the suggestion from the work of Laksana and Purwarianti [11] and Rodriguez, Perez, and Lozano [19].

**METHOD**

This section discusses the first four steps to analyze data [4]: data collection, text preparation, sentiment detection, and sentiment classification. Discussion on the presentation of output is left for the following Section Results.

**Data Collection**

We used student’s feedback from the University Surabaya between 30 April 2021 and 11 May 2021. Within the data collection period, we gathered 60,615 student feedbacks. We removed feedback with comments less than 2 characters long and obtained 9,076 comments to be considered. The 9,076 comments were submitted by 1,701 undergraduate students for 469 distinct courses across eight faculties. The 469 courses were delivered by 362 distinct lecturers. Then, we removed duplicate feedback to acquire 3,601 unique feedbacks. Finally, we removed feedback that was not related to the teaching and learning activity such as feedback to the attendance system. In the end, we had 3,570 feedbacks.

We (i.e., two authors) manually labeled the remaining 3,570 feedback to either negative or positive. 198 of the 3,570 feedbacks were labeled by both authors to measure our agreement level. Results shows that our agreement level is 97% of the 198 feedbacks. Nevertheless, when disagreements occurred, we used label as provided by the first author over the second.
**Text Preparation**

Text preparation aims to transform the collected data to a representation to fit the sentiment analysis processes. This includes reducing and simplifying features within the data. As previously mentioned in literature review, in this study, we performed stop-words removal and stemming. These two text preparation methods are commonly use in text related studies such as in [20].

A stop word is a word that appears frequently and therefore, has little contribution in classifying the intention of a text. Stop-words includes conjunctions (e.g., “dan”, “atau”, “dari”, “adalah”) and words with a single character that are likely available in documents regardless the intent. In this study we used Indonesian stop-words list as provided in Sastrawi project (i.e., an Indonesian open-source library to work with Indonesian text available in https://github.com/sastrawi/sastrawi).

Stemming aims to transform a word to its basic form. Such transformation allows a variety of a single word to be considered as one. For example, stemming transform “run”, “running”, and “ran” to the same basic form “run”. In Indonesian text documents, the stemming process is based on affixes, which can take the form of a prefix, a suffix, or a combination of prefixes and suffixes between the root words. For example, “lari”, “berlari”, and “melarikan” are of the same root word: “lari”. In this study we used Indonesian stemmer as provided by the Sastrawi project (Sastrawi version 1.0.1).

**Sentiment Classification**

Sentiment classification aims to detect and group intents or tone intrinsic in a text to a set of predefined classes. Prior performing sentiment classification, we performed feature weighting based on the importance of a token in our data collection. Here, we considered a token as a uni-gram word. Token with higher importance (i.e., keywords) will be weighted higher than token with less importance. In this paper, the importance of a token was measured by its $tf.idf$ (i.e., the multiplication products of term frequency and inverse term frequency). Token with higher $tf.idf$ score is commonly considered as more important than token with lower $tf.idf$ score.

The weight of each token was then considered in classifying the sentiment of a text in our data collection. In this study, we compared the accuracy of three supervised learning methods: Naive Bayes, Support Vector Machine (SVM), and Decision Tree. A brief discussion on each algorithm used in this paper is available on the previous section: related works.

In addition to contrasting the performance of Naive Bayes, SVM, and decision tree approach, in this study, we also investigated the use of a vote mechanism that combine the results of the three approaches. Our vote mechanism determined the class of a text (i.e., negative or positive) based on the most agreement in the three classifier results. If any two of the three classifiers consider a text as negative then vote mechanism output will be negative, and vice-versa.

**EMPIRICAL RESULTS**

This section presents and discusses findings from our experiment. Table 1 list sample data with every possible combination of judgement from the two reviewers. The average word count in the feedback is 9.13 words with standard deviation 8.37 words. The relatively high standard deviation suggests that feedback in our collection varies in length.

As previously mentioned in Related Words, in this work we validated our findings using K-Fold cross validation with $k = 5$ (i.e., 80% of data is used for training and the remaining is used for testing). Furthermore, here, we evaluated performance based on accuracy where accurate means that the classifier judgment is the same as the manual judgement. Consequently, results are presented in percentage of accuracy for each fold, and we averaged the fivefold results at the end to provide a performance summary.

First, we evaluated the impact of text preparation on classification accuracy that includes stop-words removal and stemming. Table 2 shows impact of each text preparation method on the accuracy of each sentiment classifier results. Our experiment results indicate that, in general, the use of stop-word removal and stemming produce lower accuracy than without using them in all classifiers considered in this study. The average accuracy further highlights that all three classifiers are more accurate when the data is used without any data preparation (NP) compared to when the data is first treated with stop-words removal (SW), stemming (ST), or both stop-words removal and stemming (SW+ST). These findings are in line with findings by Pradana and Hayaty [7] and Hidayatullah,
Ratnasari, and Wisnugroho [8] who also found that performing stop-word removal and stemming degraded the accuracy of sentiment analysis on Indonesian text.

### Table 1. Sample Data with every possible judgement from the two reviewers

<table>
<thead>
<tr>
<th>Student Feedback</th>
<th>Reviewer 1</th>
<th>Reviewer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Positive</td>
<td>Positive</td>
<td>Negative</td>
</tr>
<tr>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Positive</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>Negative</td>
<td>Positive</td>
</tr>
<tr>
<td>Negative</td>
<td>Positive</td>
<td>Positive</td>
</tr>
</tbody>
</table>

Next, we evaluated the accuracy of the three sentiment classifiers considered in this paper. Additionally, we evaluated the impact of combining results from the three classifiers through a vote mechanism. For this purpose, we considered results using both stop-words removal and stemming. In Table III shows the average accuracy of the three classifiers plus vote mechanism for all k iteration.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Naive Bayes</th>
<th>SVM</th>
<th>Decision Tree</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NP</td>
<td>SW+ST</td>
<td>NP</td>
</tr>
<tr>
<td>1</td>
<td>83.31</td>
<td>82.49</td>
<td>84.15</td>
</tr>
<tr>
<td>2</td>
<td>80.95</td>
<td>80.67</td>
<td>81.23</td>
</tr>
<tr>
<td>3</td>
<td>82.49</td>
<td>81.23</td>
<td>82.89</td>
</tr>
<tr>
<td>4</td>
<td>89.35</td>
<td>88.67</td>
<td>89.07</td>
</tr>
<tr>
<td>5</td>
<td>85.43</td>
<td>85.29</td>
<td>87.81</td>
</tr>
<tr>
<td>AVG</td>
<td>84.31</td>
<td>84.00</td>
<td>88.96</td>
</tr>
</tbody>
</table>

Table 2, Impact of text preparation on sentiment classifier accuracy. NP: results without preparation. SW: results with stop words removal only; ST: results with stemming only; SW+ST: results with stop words removal and stemming. All results are in % of accuracy. Numbers in bold indicate the best among results per method and iteration or average.

Our results contrast findings from Angiani et al. [9] which argues that stemming and stop-words removal generally improve sentiment analysis accuracy. One of the main differences between our findings is language and therefore, the stop-words dictionary and the stemming algorithm used are also different. This implies the need of a better stop-words and stemming algorithm for Indonesian text. To date, we found no study that contrast or propose better stop-words dictionary and stemming algorithm than the Sastrawi as used in this study.

We analyzed the variation amongst the four groups of results as shown in Table III using ANOVA Single Factor. As noted in the last column of Table 3, the four groups of results from all iterations are significantly varied. We then performed post-hoc test using t-test to understand variability between every pair of group results. In Table 3, we reported statistically significant differences ($\alpha < 0.05$) using case superscripts.

Table 3 indicates that, in general, SVM performs better in term of accuracy compared to Naive Bayes and Decision Tree. Exceptions were found in iteration four and five where Naive Bayes performed better accuracy than SVM. Nevertheless, the accuracy differences between the two algorithms in this iteration were not statistically different. In contrast, the decision tree method performed worst accuracy across all methods considered in this paper.

Next, we considered to combine results from all methods using a vote mechanism. If at least two methods classify a comment as “Positive”, the comment will also be labeled as “Positive”. On the other end, if at least two methods classify a comment as “Negative”, the comment will also be labeled as “Negative”. In general, Table 3 shows that the vote mechanism performed less accuracy than SVM as the best among the three considered sentiment classifiers. Nevertheless, the difference was found to be statistically insignificant.
TABLE 3. Percentage of sentiment classifier accuracy. Numbers in bold indicate the best among results per method and iteration or average. P-Value indicates variations between the four groups of results measured using ANOVA Single Factor. The superscripts denote statistical significance difference using t-test paired two sample for means with $\alpha < 0.05$.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Naïve Bayes</th>
<th>SVM</th>
<th>Decision Tree</th>
<th>Vote</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>81.49$^{sv}$</td>
<td>87.80$^{adv}$</td>
<td>82.33$^{sv}$</td>
<td>85.69$^{ndv}$</td>
<td>0.003</td>
</tr>
<tr>
<td>2</td>
<td>79.97$^{sv}$</td>
<td>88.09$^{adv}$</td>
<td>82.07$^{sdv}$</td>
<td>86.41$^{nsd}$</td>
<td>0.000</td>
</tr>
<tr>
<td>3</td>
<td>80.81$^{adv}$</td>
<td>86.41$^{n}$</td>
<td>84.17$^{nv}$</td>
<td>86.69$^{nd}$</td>
<td>0.007</td>
</tr>
<tr>
<td>4</td>
<td>88.93$^{d}$</td>
<td>87.25$^{d}$</td>
<td>83.05$^{nsv}$</td>
<td>88.65$^{d}$</td>
<td>0.003</td>
</tr>
<tr>
<td>5</td>
<td>85.99$^{d}$</td>
<td>85.01$^{d}$</td>
<td>80.11$^{nsv}$</td>
<td>85.99$^{d}$</td>
<td>0.005</td>
</tr>
<tr>
<td>Average</td>
<td>83.44</td>
<td>86.91</td>
<td>82.35</td>
<td>86.69</td>
<td></td>
</tr>
</tbody>
</table>

Finally, we evaluated in which cases most classifiers went wrong. For this, we selected feedbacks that were incorrectly classified by all three classifiers. We found 220 out of 3,570 feedbacks met this criterion. Table 4 shows some of the feedback and the problem that likely caused the automated classifiers to produce inaccurate classification. In general, we found inaccurate classification were caused by the following three problems:

- **Contradicting Statements**: some feedback contained positive statements that were actually not available during class and therefore should be classified as negative feedback. For example: “lecturers can explain clearly”. The sentiment of such feedback is hard to classify even for human.
- **Multiple sentiments**: some feedback contained both positive and negative statements. Human may be able to accurately classify the overall sentiment by contrasting the weight of the negative and the positive statements. However, such task is considered hard to be accurately performed automatically.
- **Inaccurate manual label**: on rare occasions, the automated sentiment classifiers were found to be more accurate than the initial human reviewer label.

TABLE 4. Sample of feedback inaccurately classified by all three automated classifiers.

<table>
<thead>
<tr>
<th>Manual</th>
<th>Automated</th>
<th>Problem Category</th>
<th>Sample Feedback</th>
</tr>
</thead>
</table>
| Negative | Positive | Positive Statements | “ada ringkasan materi”  
“dosen dapat menjelaskan dengan jelas”  
“lebih baik lagi” |
| Negative | Positive | Multiple Sentiments | “baik dan perlu ditingkatkan”  
“dosen menjelaskan sudah baik, namun mungkin lebih baik dibuatkan contoh soal, karena bila sekali jalan akan susah bagi kami mahasiswa memahami” |
| Positive | Negative | Negative Statements, Multiple Sentiments | “kelas sudah efektif dengan lock meeting apabila waktu sudah melebih jadwal” |
| Positive | Negative | Inaccurate Manual Label | “Materi di sediakan di uls dan jam perkuliahan lebih tepat waktu” |

Problems as shown in Table 4 indicate that classifying the sentiment within text in our collection was not easy, even for human. This highlights the many rooms for improvements in future works.

CONCLUSION

In this paper, we aimed to answer the question how to better understand students’ sentiments on teaching conducts based on their feedback? Our approach to answer this question is by using sentiment analysis classifier. We empirically evaluated the accuracy of three sentiment analysis classifier: Naive Bayes, Support Vector Machine (SVM), and Decision Tree. We used student feedback in Indonesian as data. First, we investigated the impact of applying stop-words removal and stemming prior classifying feedback. Our empirical results suggest that applying stop-words removal and stemming using the Sastrawi library (a popular Indonesian stop-words and stemming library) degrades the accuracy of all classifiers evaluated in this study.

With regards to evaluation on the accuracy of the three-sentiment classifier, we found that the SVM classifier performed best compared to the other two (i.e., on average 89% of sentiments were accurately classified using...
In contrast, the decision tree classifier was found to be, in general, statistically worst among the three considered classifiers.

Sequentially, we experimented with aim to combine and leverage results from the tree classifiers using a vote mechanism. Our experiment results suggest that the accuracy of the Vote mechanism was comparable to the SVM accuracy (i.e., not statistically different).

Finally, we evaluated cases where all three classifiers failed to correctly classify feedback. We identify three main root problems: contradicting statements, multiple sentiments, and inaccurate manual label. Apart from the last problem, problems found in our study indicate that automating sentiment analysis to our data collection is a challenging task even for human annotator. Thus, there are many rooms for improvement for future works.
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