
Journal of 
Information Systems Engineering 
and Business Intelligence 

Vol.8, No.2, October 2022 
Available online at: http://e-journal.unair.ac.id/index.php/JISEBI 

ISSN 2443-2555 (online) 2598-6333 (print) © 2022 The Authors. Published by Universitas Airlangga.  
This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/) 

doi: http://dx.doi.org/10.20473/jisebi.8.2.149-161 

Melanoma Detection using Convolutional Neural Network 
with Transfer Learning on Dermoscopic and Macroscopic 
Images 
Jessica Millenia1), Mohammad Farid Naufal2)* , Joko Siswantoro3)  

1)2)3)Teknik Informatika, Universitas Surabaya, Indonesia 

Jl. Raya Kalirungkut, Surabaya, Indonesia 
1)jessicamillenia@gmail.com 2)faridnaufal@staff.ubaya.ac.id, 3)joko_siswantoro@staff.ubaya.ac.id 

 
Abstract 
 
Background: Melanoma is a skin cancer that develops when the melanocytes that produce the skin colour pigment start to grow 
out of control and form cancer. Detecting melanoma early is very important because it dramatically affects patients’ prognosis. 
A skin examination of a mole indicated as melanoma can be done using dermoscopic or macroscopic images. However, manual 
screening takes a long time, so automatic melanoma detection is needed. Previous studies still have weaknesses because they 
yielded low precision or recall. The distribution of melanoma and moles datasets is imbalanced, with the number of melanomas 
lower than moles. In addition, previous studies have not compared several convolutional neural network (CNN) transfer learning 
architectures on dermoscopic and macroscopic images. 
Objective: This study aims to detect melanoma using CNN with transfer learning from dermoscopic and macroscopic melanoma 
images. CNN with transfer learning is a popular method for classifying digital images with high performance on an imbalanced 
dataset. 
Methods: This study compares four CNN with transfer learning architectures, namely MobileNet, Xception, VGG16, and 
ResNet50, in examining dermoscopic and macroscopic images. This research also uses black-hat filtering and inpainting at the 
pre-processing stage to remove hair from the skin image. 
Results: MobileNet is the best model for classifying melanomas or moles in this experiment which has an 83.86% F1 score and 
11 seconds of training time per epoch. 
Conclusion: MobileNet has high average F1 scores of 84.42%, which can detect melanoma accurately even though the number 
of melanoma datasets is less than moles. It can be concluded that MobileNet is a suitable model for classifying melanomas and 
moles. In the future, the oversampling method can be implemented to balance the datasets to improve the model's performance. 
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I. INTRODUCTION 

Melanoma is a skin cancer that develops when the melanocyte cells that produce the pigment and colour of the skin 
begin to grow out of control and form cancer. Based on data from the American Cancer Society [1], 29% of melanomas 
typically develop from existing normal moles on human skin, and 71% grow in new places. The shape, size, colour, 
or thickness will change if it develops from an existing mole. If it grows in a new place, spots or dots on the skin will 
grow. Melanoma can grow in all parts of the human body, including the head, neck, soles of the feet, and genitals [2]. 
The American Cancer Society [1] estimates that by 2021 in the United States, there will be approximately 106,110 
new melanoma cases (62,260 cases in men and 43,850 cases in women). The number of deaths from melanoma skin 
cancer was also expected to increase by 4.8 per cent in 2021. About 7,180 out of 106,110 people are expected to die 
from melanoma (4,600 men and 2,580 women). Based on previous data, early detection of melanoma is essential. 
However, often humans are late in detecting melanoma. Melanoma may cause itching or odd feeling on the skin but 
does not leave pain or tenderness on the skin [1]. Early detection includes a dermatologist’s skin screening. However, 
manual screening takes time and can be costly. The easier way to detect melanoma early is by self-screening. If patients 
feel a change in an existing mole or feel that a new mole is oddly shaped, patients can check with a doctor for further 
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inspection. However, many patients do not realise if the melanoma has grown in a new place or if the mole has become 
a melanoma because patients do not feel pain. 

Dermoscopic images can be obtained from a camera with the help of an instrument called a dermatoscope. However, 
since dermoscope is expensive, an alternative would be obtaining macroscopic images using a digital macro camera 
with a resolution greater than 1 megapixel. This camera is easier to access and use by the public. 

Automatic Melanoma detection using computer vision and deep learning can make it easier for patients to detect 
melanoma more quickly and flexibly. CNN is a popular deep learning algorithm for classifying images. Several 
previous studies have used machine learning methods to detect melanoma. The previous studies only used 
dermoscopic or macroscopic images. They did not use pre-processed images to remove hair from the skin image, 
which can reduce the accuracy of melanoma detection. In addition, the distribution of melanoma and moles datasets 
is imbalanced, where the number of melanomas is less than moles. The previous studies still have weak precision or 
recall because of the imbalanced dataset. 

This study solves the imbalanced classification issue in the melanoma dataset using CNN with transfer learning 
architecture, namely MobileNet, Xception, VGG16, and ResNet50. CNN with transfer learning is a popular method 
for classifying digital images with high performance on an imbalanced dataset. This research also uses black-hat 
filtering and inpainting at the pre-processing stage to remove hair from the skin image. The output of this research is 
a web application that can be accessed publicly on this link https://deteksimelanoma.herokuapp.com. People with skin 
problems can use the web application to do self-screening to identify their skin problem is melanoma or moles. 

II. LITERATURE REVIEW 

Using computer vision to differentiate melanoma from moles has been done before. For example, Murugan et al. 
[3] conducted a study to distinguish melanoma from moles using dermoscopic images using the K-Nearest Neighbour 
(KNN), the Support Vector Machine (SVM) and Random Forest. The dataset used in the study came from the 
International Skin Imaging Collaboration (ISIC) [4]. Using five stages: pre-processing using gaussian filtering, 
segmentation using active contour, feature extraction using moment invariant, classification process using the KNN 
and SVM, and performance calculation, the study produces an accuracy of 82.31% for SVM, 62.19 for KNN and 
71.97% for Random Forest. The recall is 87.76% for SVM, 74.75% for KNN, and 65.72% for Random Forest. 
However, there is no information about the precision values.  

Kavitha et al. [5] proposed the detection of melanoma from dermoscopic images using a feature extraction model 
by employing global and local methods. Using a simple adaptive thresholding approach, the image is pre-processed 
and segmented. The filtered picture is then put via feature extraction. Utilising GLCM and SURF, these texture 
characteristics are employed to assess skin lesion differentiation. SVM-RBF and KNN are used in the classification 
procedure. The experimental finding demonstrates that the local texture feature descriptor SURF, in conjunction with 
SVM-RBF, produces improved classification outcomes, with sensitivity, specificity, and accuracy of 86.2%, 88.4%, 
and 87.3%, respectively. 

Ramezani et al. [6] create a novel method for distinguishing benign pigmented lesions from malignant melanoma 
using macroscopic pictures from DermAtlas [7] database. The photographs were captured with standard digital 
cameras with a spatial resolution of more than one megapixel, without restrictions, and under no special imaging 
settings. The suggested process includes novel approaches for reducing the impact of nonuniform lighting, addressing 
the impact of thick hairs and big glow on the lesion, and a new threshold-based segmentation algorithm. After 187 
features representing asymmetry, border irregularity, colour variation, diameter, and texture were extracted from the 
lesion area, principal component analysis (PCA) was used to reduce the number of features. After that, a support 
vector machine classifier was used to categorise the lesions as malignant or benign. The results show that the accuracy, 
sensitivity, and specificity were 82.2%, 77%, and 86.93%, respectively. 

Hasanah et al. [8] classified melanoma in dermoscopic images depending on whether they show Common Nevus, 
Atypical Nevus, or Melanoma using Mendonca et al. database [9]. The RGB is converted to grayscale. The image is 
smoothed using median filtering and segmented using binary images of skin lesions. In the following procedure, 
classification using the multi-SVM algorithm uses the values of contrast, correlation, energy, and homogeneity 
acquired from the texture feature extraction of the GLCM approach. The results in identifying skin cancer are very 
accurate. 

Pillay et al. [10] examine the commonly utilised ABCD rule on macroscopic images, and the Graph-Cut 
segmentation approach in the Department of Dermatology of the University Medical Centre Groningen (UMCG) 
called the MED-NODE [11], which can deal with excessively texture, noise, and colours seen in macroscopic images. 
This study produces an accuracy of 73.52% for SVM and 75.29% for KNN. However, this study only uses regular 
machine learning with low accuracy, and there is no information about the precision and recall of this study. 
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Oliveira et al. [11] conducted a study to distinguish melanoma from moles using macroscopic images with SVM. 
The dataset used in this study came from Loyola University Dermatology Medical Education [12], YSP Dermatology 
Image Database [13], and DermAtlas [14]. Unfortunately, the dataset used in this study is not yet publicly available. 
At the pre-processing stage, artefacts that could affect accuracy were removed. An anisotropic diffusion filter was 
used to smooth the image and remove annoying noise, especially hair, without removing the necessary boundaries. 
Before using this filter, the image was converted to grayscale. The mole or melanomas were separated at the 
segmentation stage using Chan-Vese’s [15], i.e., based on the average pixel intensity. After that, post-processing was 
carried out using morphological filtering, i.e., opening and closing. The results of this stage were combined or 
overlapped with the original image. After that, classification was carried out using the SVM, producing an accuracy 
of 74.36% and precision of 75.24%. 

Hurtado et al. [16] examined the effects of the smoothing bootstrapping, which was used to expand the initial 
dataset, on the outcomes of a unique skin cancer classification system that operates on photos captured using a regular 
camera. This study used a dataset from DermAtlas [14]. Unfortunately, this dataset is not publicly available either. 
Eight alternative topologies (KNN, ANN, and SVM) classifiers were tested, both with and without data augmentation. 
It was found that the ANN with data augmentation had the greatest performance and the most balanced results. This 
study produces 86.3% accuracy, 86.9% of specificity, and 87.8 sensitivity.  

When comparing Murugan et al. [3], Kavitha et al. [5], and Hasanah et al. [8] for dermoscopic images with the 
study from Ramezani et al. [6], Pillay et al. [10], Oliveira et al. [11], and Hurtado et al. [16] for macroscopic images, 
it is known whether the classification performance of macroscopic images is better than dermoscopic images. Murugan 
et al. [3] using the SVM for melanoma detection in dermoscopic images produced the best accuracy, but it was not 
implemented on macroscopic images. The study from Hurtado et al. [16] performed well but only classified the 
macroscopic images. The imbalanced dataset was also a problem in melanoma detection. In addition, in the previous 
study, comparisons of several CNN transfer learning architectures have not been carried out on dermoscopic and 
macroscopic images. They have not been developed in a real-time application. In this study, melanoma is detected 
from dermoscopic and macroscopic images using CNN and several transfer learning architectures, which are 
ResNet50, VGG16, MobileNet, and Xception, to solve the imbalanced dataset issue. This research produces a real-
time melanoma detection application. 

III. METHODS 

The research methodology for this work includes data collection, data pre-processing, model training, model 
testing, and performance calculation. Fig. 1 depicts the research methodology used in this study. 
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A. Collecting Dataset 

In this study, three public datasets are used: the International Skin Imaging Collaboration (ISIC) [4], the Department 
of Dermatology of the University Medical Center Groningen (UMCG) or the MED-NODE [17], and the 
Dermatological and Surgical Assistance Program (PAD) at the Federal University of Espírito Santo (UFES) or the 
PAD-UFES-20 [18]. ISIC is an academic and industrial partnership annually providing dermoscopic images of 
melanomas and moles. This dataset is collected by Claudio Fanconi, consisting of 200 images of melanomas and 497 
images of moles. MED-NODE provides macroscopic images of melanomas and moles obtained with the Nikon D3, 
Nikon D1x body, and Nikkor 2.8/105 mm micro lens with a distance between the skin and camera of 33 cm. MED-
NODE contains 100 images of moles and 70 images of melanoma. The PAD-UFES-20 offers macroscopic images of 
melanomas and moles from patients at the Hospital Universitário Cassiano Antonio Moraes (HUCAM) obtained via 
a smartphone camera [18]. The PAD-UFES-20 dataset contains 46 images of melanomas and 100 images of moles. 
Table 1 shows the details of the dataset. The three datasets are divided into training, testing, and validation sets. In 
this study, each dataset is divided into 80% for training and 20% for testing. Then the remaining 80% is divided into 
80% for training and 20% for validation. In this study, classification is carried out on the merged data from those three 
datasets. Fig. 2 shows the dermoscopic and macroscopic images of melanoma and moles. 

 

  
(a) (b) 

  
(c) (d) 

Fig. 2 (a) & (b) dermoscopic images of melanoma and moles, (c) & (d) 
macroscopic images of melanoma and moles 

B. Dataset Pre-processing 

Pre-processing is carried out to check whether there is missing data, inconsistent data, duplicate data, and noise. 
Data pre-processing is essential in machine learning so that the data’s quality improves, improving model 
performance. The pre-processing methods used in this research are resizing, noise filtering, and normalisation. 

1) Resize 
This study uses bilinear interpolation and zero padding to resize the image, as shown in Fig. 3. Bilinear interpolation 

performs computations efficiently and produces good image quality [19]. Mathematically, bilinear interpolation can 
be written as (1), � is the pixel being scaled �, �, and � are neighbouring pixels of �, � and � are the locations of the 
pixel, �� and �� are the location of the new pixel after scaling, and � is the result of scaling.  

TABLE 1 
THE SIGNIFICANCE OF THE RELATIONSHIPS IN THE MODEL   

Dataset Type 
Number of images 

Melanoma Mole 
ISIC dermoscopic 1497 1800 
MED-NODE macroscopic 70 100 
PAD-UFES-20 macroscopic 46 100 
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���,�� = (1 − �) (1 − �) ��,� + � (1 − �) ����,� + � (1 − �) ��,��� + � � ����,��� (1) 

 

 
Fig. 3 Example of resizing using bilinear interpolation and zero padding 

 
2) Noise Filtering 

In this study, the noise is the hairs around the image of moles or melanomas. To remove this noise, black-hat 
filtering and inpainting are needed. Black-hat filtering is a technique in morphological transformations [20], which 
can be written as (2), where �� is the results of black-hat filtering, � is the original image filtered, � is the filter used, 
and operator • is a closing operation where dilation and erosion occur. 

��(�) = (� • �) − � (2) 

The intensity of the results of black-hat filtering is increased using inpainting and binary thresholding [21]. Binary 
thresholding can be written as (3), where � is the result of thresholding. � and � are pixel locations that are given a 
threshold, which is the mean intensity. If the pixel exceeds the threshold, it is marked 1—otherwise, 0. 

�(�, �) = {1   �� �(�, �) ≥ �ℎ���ℎ��� 0   �� �(�, �) < �ℎ���ℎ���  (3) 

Inpainting replaces or paints the existing noise with pixels similar to the neighbouring pixels. It removes hair in the 
image with its neighbouring pixels to restore the background [22]. Mathematically, inpainting can be written as (4) 
where � is the original image, � is the result of inpainting, � and � indicate the pixel location, and � indicates the 
channel.  

�(�) =  �

�

���

�

�

���

�

�

���

������,�,� − ��,�,��
�

+ ���,���,� − ��,�,��
�

+ ���,�,��� − ��,�,��
�

� (4) 

Fig. 4 shows the stages of the black hat filtering and inpainting process. The image in the upper left is the original 
image filtered. The image on the top right is the result of black-hat filtering. The image on the bottom left is the result 
of increasing the intensity of black-hat filtering before inpainting. Finally, the image on the bottom right is the final 
result of noise filtering after black-hat filtering and painting. 

3) Normalisation 
Normalisation is needed to change all values to be between a smaller range to produce more optimal results [23]. 

The new value is obtained using the normalisation formula in (5). � is the old array, �� is the range of values for the 
new array, and � is the result of normalisation. ��� is the largest value in the array, and ��� is the smallest value in 
the array. 

�� =  
�� − (�) 

(��)  − (��) 
 (5) 
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Fig. 4 the stages of the black hat filtering and inpainting process 

C. Model Training 

In this step, the MobileNet, VGG16, ResNet50, and Xception architectures are trained in two versions: with and 
without pre-processing, to see the effectiveness. MobileNet was chosen because it is a lightweight model, small, with 
low latency and a fast computing time [24], so it is suitable to be applied to mobile devices. Fig. 5 shows the MobileNet 
architecture. Meanwhile, VGG16 was chosen because it was a runner-up winner of the ImageNet Large Scale Visual 
Recognition Challenge (ILSVRC) competition in 2014. It is a deep model with a normal computation but can produce 
good classification results. Therefore, it is suitable to be used as a comparison [25]. Fig. 6 shows the VGG16 
architecture. Likewise, Xception was chosen because it was developed from Inceptionv3 [26], and ResNet50 was 
chosen because it won the ILSVRC competition in 2015. ResNet50 is a development of VGG19 and equipped with a 
residual network. This complex model has parameters that are not too large so that computing can run faster [27]. Fig. 
7 shows the ResNet50 architecture. As for Xception, it has the same number of parameters as Inceptionv3 but more 
superior performance than InceptionV3 on ImageNet datasets. Fig. 8 shows the Xception architecture. 

 

Fig. 5 MobileNet architecture 
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Fig. 6 VGG16 architecture 

 
Fig. 7 ResNet50 architecture 

 

Fig. 8 Xception architecture 
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 Pre-trained models of the transfer learning architecture are used in the training process. The top layer is replaced 
to match the required input, and the bottom layer is replaced according to the required prediction results, which is 
binary classification. Then, the model is compiled with the Adam optimiser using a learning rate of 0.0004, binary 
cross-entropy for the loss function and 20 epochs. In addition, a call-back is also installed to stop the training process 
so that there is no overfit while monitoring the accuracy of the validation set. Table 2 shows the parameter of the 
model. Finally, the best checkpoints are used for evaluation using a test set after completing the training process. The 
training process is carried out on a computing machine with specifications that can be seen in Table 3. 

D. Testing and Performance Calculation 

Next, all the models that have been trained are tested. The testing process uses test-set data. A confusion matrix 
shows class 0 for melanoma and class 1 for moles. The testing output is accuracy, precision, specificity, recall, and 
F1 scores of the combined dataset and each dataset. This step involves calculating how well each algorithm performed 
throughout the testing phase. The performance parameters are accuracy, precision, recall, F1 score, and training and 
testing procedure execution time. Each algorithm’s performance in each cross-validation is calculated. 

Equation 6 displays the accuracy calculation, which is done by dividing the sum of true positives (TP) and negatives 
(TN) by the sum of true positives and true negatives, false positives (FP), and false negatives (FN). 

�������� =  
�� + ��

�� + �� + �� + ��
 (6) 

The calculating formula for precision is shown in (7). By dividing TP by the sum of TP and FP, precision is 
computed.  

��������� =  
��

�� + ��
 (7) 

The specificity calculation formula is shown in (8). A recall is determined by dividing the TP by the sum of the TP 
and FN.  

����������� =
��

�� + ��
 (8) 

The recall calculation formula is shown in (9). A recall is determined by dividing the TP by the sum of the TP and 
FN.  

������ =
��

�� + ��
 (9) 

The F1 score computation formula is shown in (10). The sum and the multiplication of precision and recall are used 
to get the F1 score. 

�1 ����� =
��������� � ������

��������� + ������
 (10) 

 

TABLE 2 
MODEL PARAMETERS 

Parameter Values 
Transfer learning architecture VGG16, ResNet50, MobileNet, 

Xception 
Optimizer Adam 
Learning rate 0.0004 
Loss function binary crossentropy 
Early Stopping if the validation accuracy of the 

next 3 epochs is not better than 
the current accuracy. 

 
TABLE 3 

COMPUTING MACHINE SPECIFICATION 
Parameter Specification 

CPU  Intel® Xeon®, 2.30 GHz, 2 cores  
RAM 12 GB 
Space of Disk 358 GB 
GPU Model Name Nvidia K80, 12 GB 
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E. Application and Development 

The application is web-based and can be accessed from mobile or desktop devices. The main feature of this 
application is that users can upload the skin image, crop the image so that only moles or melanoma are visible, and 
the system will provide the prediction. Then, the system will resize and filter the image to remove the noise. After 
that, the image is displayed on the website, and the user can press the predict button. Then, the system will rescale the 
image. Finally, the model will make predictions on the skin images, and the user will receive the prediction results 
from the application. The application can be accessed through this link https://deteksimelanoma.herokuapp.com. Fig. 
9 shows the user interface and the step of melanoma detection using the detector application. 

  

(a) (b) 

  

(c) (d) 

Fig. 9 User interface and the step of melanoma detection using melanoma detector application: (a) homepage, (b) crop the image, (c) predict 
the image, (d) the result 

IV. RESULTS  

A. Training 

The training process with MobileNet, Xception, VGG16, and ResNet50 architecture runs for 20, 13, 6, and 7 epochs, 
respectively. These models managed to get the lowest loss validation in the 19th iteration with a training accuracy of 
91.42% and validation accuracy of 82.07% for MobileNet, the 13th iteration with a training accuracy of 87.35% and 
validation accuracy of 78.62% for Xception, the 6th iteration with a training accuracy of 73.11% and validation 
accuracy of 86.83% for VGG16, the 7th iteration with a training accuracy of 57.47% and validation accuracy of 55.17% 
for ResNet50. The graph of loss and accuracy of each architecture in each training iteration can be seen in Fig. 10. 
Table 4 shows training performance results. 
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

 
  

(g) (h) 

Fig. 10 The accuracy and loss graph of MobileNet (a)(b), Xception (c)(d), VGG16 (e)(f), and ResNet50 (g)(h) 
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TABLE 4 
TRAINING PERFORMANCE 

Metrics MobileNet Xception VGG16 ResNet50 
Training time/epoch (s) 11 29 22 22 
The number of epochs 20 13 6 7 
Training Time (s) 220 377 132 154 
Training Accuracy 91.42% 87.35% 73.11% 57.47% 
Validation Accuracy 82.07% 78.62% 86.83% 55.17% 

 

B. Testing 

Table 5 shows the results of model testing on dermoscopic + macroscopic, dermoscopic, macroscopic, and average 
scores of all experiments. Testing on MobileNet obtained an average F1 score of 84.43%. MobileNet is the best model 
in this experiment. MobileNet also obtains the best accuracy when compared to other models. However, VGG16 has 
better precision and specificity values compared to MobileNet, although it has the worst recall value compared to 
others. 

TABLE 5 
TESTING PERFORMANCE COMPARISON 

 Dataset Type Classifier Accuracy Precision Specificity Recall F1 
Score 

Murugan et 
al. [3] 

ISIC [4]  Dermoscopic SVM 82.31% - 78.86% 87.76% - 
KNN 
Random Forest 

62.19% 
71.97% 

- 
- 

69.19% 
58.66% 

74.75% 
65.72% 

- 
- 

Kavitha et 
al [5] 

Private dataset Dermoscopic SVM-RBF 
KNN 

87.3%  
85.2% 

78.9% 
77.4% 

88.4%  
86.5% 

86.2% 
84.1% 

84.3% 
84.1% 

Hasanah et 
al [8] 

Mendonca [9] Dermoscopic - 86.67% - - - - 

Ramezani 
et al [6] 

DermAtlas [7] Macroscopic SVM + PCA 82.2%  - 86.93% 77%, - 

Pillay et al. 
[10] 

MED-NODE 
[17] 

Macroscopic SVM 73.52%  - - - - 
KNN 75.29% - - - - 

Oliveira et 
al. [11] 

Loyola 
University 
Dermatology 
Medical 
Education [12], 
YSP 
Dermatology 
Image Database 
[13], and 
DermAtlas [14] 

Macroscopic SVM 74.36%  75.24%. - - - 

Hurtado et 
al [11] 

DermAtlas [14] Macroscopic ANN 86.3%  - 86.9% 87.8% - 

Proposed ISIC [4], MED-
NODE [17], and 
PAD-UFES-20 
[18] 

Dermoscopic  MobileNet 84.84% 81.84% 84.16% 89% 83.71% 
VGG16 72.12% 80.85% 90.00% 50.66% 62.29% 
ResNet50 55.15% 70.00% 99.16% 99.16% 82.06% 
Xception 85.00% 82.95% 85.55% 84.33% 83.63% 

Macroscopic MobileNet 89.11% 83.76% 90.00% 88% 85.71% 
VGG16 72.16% 90.00% 97.50% 30.72% 44.31% 
ResNet50 62.94% 70.00% 47.50% 57.15% 62.93% 
Xception 79.90% 73.26% 82.50% 74.29% 73.50% 

Dermoscopic 
and 
Macroscopic 

MobileNet 85.22% 82.00% 84.75% 86% 83.86% 
VGG16 72.09% 81.12% 90.75% 49.07% 61.15% 
ResNet50 55.80% 62.50% 98.50% 30.09% 40.62% 
Xception 84.53% 82.12% 85.25% 83.64% 82.87% 

Average MobileNet 86.39% 83.00% 86.30% 87.25% 84.43% 
VGG16 72.12% 83.99% 92.75% 43.48% 55.92% 
ResNet50 57.96% 67.50% 81.72% 62.13% 61.87% 
Xception 83.14% 79.44% 84.43% 80.75% 80.00% 

V. DISCUSSION 

MobileNet is the best model for classifying melanomas or moles in this experiment. The dataset used in this study 
is imbalanced, so the F1 score is the most suitable for assessing the model’s performance. The number of moles dataset 
is more than melanoma. VGG16 and ResNet50 cannot detect melanoma, so they have a low recall value. Therefore, 
the high specificity values of VGG16 and ResNet50 cannot be used as a benchmark for assessing model performance. 
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ResNet50 and VGG16 can accurately identify moles but not melanomas. Table 5 shows the comparison results of this 
experiment with previous studies. 

MobileNet and Xception have high F1 scores, so they can detect melanoma accurately even though the number of 
melanoma datasets is less than moles. Therefore, it can be concluded that MobileNet and Xception are suitable models 
for classifying melanomas and moles. However, MobileNet has the fastest training time per epoch, 11 seconds. 
MobileNet requires 20 epochs to reach early stopping, so it requires 220 seconds of training time. Xception has a 
training time of 29 seconds per epoch and requires 13 epochs to achieve early stopping, so the total Xception training 
time is 377 seconds. It can be concluded that MobileNet is the best model to classify melanoma or mole. 

This study has the most complete performance metrics compared to previous studies. This study uses dermoscopic 
and macroscopic datasets, whereas previous studies used only dermoscopic or macroscopic images. This study is 
compared to Murugan et al. [3] with the same dermoscopic dataset. The recall value and accuracy did not improve. 
Meanwhile, compared to Pillay et al. [10] with the same macroscopic dataset. The accuracy of this study is 
considerably better. It can be concluded that this study has an excellent performance in detecting melanoma in 
macroscopic images. The limitation of this study is that all previous studies’ datasets are not tested due to their public 
availability. Nevertheless, this study provides information on CNN with transfer learning architectural performance. 
The method can detect melanoma using dermoscopic and macroscopic images and compares its performance with 
other methods. 

VI. CONCLUSION 

This study compared CNN with transfer learning architecture with black-hat pre-processing step and inpainting for 
detecting melanoma in dermoscopic and macroscopic images. MobileNet and Xception are the best models for 
classifying melanomas and moles with imbalanced dataset characteristics. MobileNet has an average F1 score of 
84.43%, while Xception is 80.00%. However, MobileNet has a faster training computation time of 220 seconds 
compared to Xception 377 seconds. The results show that MobileNet is suitable for melanoma detection, which has 
the characteristics of an imbalanced dataset. This study uses MobileNet, which has the best F1 score compared with 
previous studies. 

This study has 13.82% better accuracy compared with the previous study by Pillay et al. [10], which used the same 
dataset in macroscopic images. This study also has a recall of 2.24%, better than the previous study by Murugan et al. 
[3], which used the same dataset in dermoscopic images. This shows that this study can address the imbalanced dataset 
issue and improve the recall and accuracy score of the previous study. In future studies, combining other pre-
processing methods with CNN transfer learning architectures can be applied to discover the most appropriate transfer 
learning model for detecting melanoma. In addition, the oversampling method to balance the dataset can also be 
applied to improve the classification model’s performance. 
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SJR

The SJR is a size-independent prestige indicator that ranks

journals by their 'average prestige per article'. It is based on

the idea that 'all citations are not created equal'. SJR is a

measure of  scienti�c in�uence of journals that accounts

for both the number of citations received by a journal and

the importance or prestige of the journals where such

citations come from It measures the scienti�c in�uence of

the average article in a journal, it expresses how central to

the global scienti�c discussion an average article of the

Total Documents

Evolution of the number of published documents. All types

of documents are considered, including citable and non

citable documents.

Year Documents

2023 23

Citations per document

This indicator counts the number of citations received by

documents from a journal and divides them by the total

number of documents published in that journal. The chart

shows the evolution of the average number of times

documents published in a journal in the past two, three and

four years have been cited in the current year. The two

years line is equivalent to journal impact factor ™

(Thomson Reuters) metric.

Cites per document Year Value

Cites / Doc. (4 years) 2023 0.000
Cites / Doc. (3 years) 2023 0.000
Cites / Doc. (2 years) 2023 0.000

Total Cites  Self-Cites

Evolution of the total number of citations and journal's self-

citations received by a journal's published documents

during the three previous years.

Journal Self-citation is de�ned as the number of citation

from a journal citing article to articles published by the

same journal.

Cites Year Value

Self Cites 2023 0

External Cites per Doc  Cites per Doc

Evolution of the number of total citation per document and

external citation per document (i.e. journal self-citations

removed) received by a journal's published documents

during the three previous years. External citations are

calculated by subtracting the number of self-citations from

the total number of citations received by the journal’s

documents.

Cites Year Value

% International Collaboration

International Collaboration accounts for the articles that

have been produced by researchers from several countries.

The chart shows the ratio of a journal's documents signed

by researchers from more than one country; that is

including more than one country address.

Year International Collaboration

2023 21.74

Citable documents  Non-citable documents

Not every article in a journal is considered primary research

and therefore "citable", this chart shows the ratio of a

journal's articles including substantial research (research

articles, conference papers and reviews) in three year

windows vs. those documents other than research articles,

reviews and conference papers.

Documents Year Value

Non-citable documents 2023 0

Cited documents  Uncited documents

Ratio of a journal's items, grouped in three years windows,

that have been cited at least once vs. those not cited

during the following year.

Documents Year Value

Uncited documents 2023 0
Cited documents 2023 0

% Female Authors

Evolution of the percentage of female authors.

Year Female Percent

2023 44.44

Documents cited by public policy (Overton)

Evolution of the number of documents cited by public

policy documents according to Overton database.

Documents Year Value

Overton 2023 0

Documents related to SDGs (UN)

Evoution of the number of documents related to

Sustainable Development Goals de�ned by United Nations.

Available from 2018 onwards.

Documents Year Value

SDG 2023 7

no data
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0
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0

2023

44.44
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0

2023

7

https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#
https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#
https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#
https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#
https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#
https://www.scimagojr.com/journalsearch.php?q=21101152758&tip=sid&clean=0#


Metrics based on Scopus® data as of March 2024

Leave a comment

Name

Email
(will not be published)

Submit

The users of Scimago Journal & Country Rank have the possibility to dialogue through comments linked to a

speci�c journal. The purpose is to have a forum in which general doubts about the processes of publication in the

journal, experiences and other issues derived from the publication of papers are resolved. For topics on particular

articles, maintain the dialogue through the usual channels with your editor.

← Show this widget in
your own website

Just copy the code below

and paste within your html

code:

<a href="https://www.scimagojr.com/journalsearch

SCImago GraphicaSCImago GraphicaSCImago Graphica

Explore, visuallyExplore, visuallyExplore, visually
communicate and makecommunicate and makecommunicate and make
sense of data with oursense of data with oursense of data with our
new data visualizationnew data visualizationnew data visualization
tooltooltool...

https://www.graphica.app/
https://www.graphica.app/
https://www.graphica.app/
https://www.graphica.app/


Developed by: Powered by:

Follow us on @ScimagoJR

Scimago Lab, Copyright 2007-2024. Data Source: Scopus®

Legal Notice

Privacy Policy

This site uses Google AdSense ad intent links. AdSense automatically generates these links and they may help creators earn money.

http://www.scimagolab.com/
http://www.scimagolab.com/
http://www.scimagolab.com/
http://www.scopus.com/
http://www.scopus.com/
http://www.scopus.com/
https://twitter.com/ScimagoJR
https://twitter.com/ScimagoJR
http://www.scimagolab.com/
http://www.scimagolab.com/
http://www.scopus.com/
http://www.scopus.com/
https://www.scimagojr.com/legal-notice.php
https://www.scimagojr.com/legal-notice.php
https://www.scimagojr.com/privacy-policy.php
https://www.scimagojr.com/privacy-policy.php


CiteScore ����

�.� =

Calculated on �� May, ����

CiteScoreTracker ����

�.� =

Last updated on �� October, ���� • Updated monthly

Source details

Open Access

Journal of Information Systems Engineering and Business
Intelligence

Years currently covered by Scopus: from ���� to ����
Publisher: Airlangga University
ISSN: ����-���� E-ISSN: ����-����
Subject area: Computer Science: Computer Science (miscellaneous) Decision Sciences: Information Systems and Management

Computer Science: Information Systems Business, Management and Accounting: Management Information Systems

Source type: Journal



View all documents ▻ Set document alert  Save to source list

CiteScore ����

�.� 

CiteScore CiteScore rank & trend Scopus content coverage

� Citations ���� - ����

�� Documents ���� - ����



�� Citations to date

�� Documents to date

CiteScore rank ����

Category Rank Percentile

Computer Science  
����/��� �th

 

Decision Sciences  
����/��� �rd

 



Computer Science
(miscellaneous)

Information Systems
and Management

▻View CiteScore methodology ▻CiteScore FAQ �Add CiteScore to your site

https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/source/citedby.uri?sourceId=21101152758&docType=ar,re,cp,dp,ch&citedYear=2024,2023,2022,2021&years=2024,2023,2022,2021&pubstageExclusions=aip
https://www.scopus.com/source/search/docType.uri?sourceId=21101152758&years=2024,2023,2022,2021&docType=ar,re,cp,dp,ch&pubstageExclusions=aip
https://www.scopus.com/sourceid/21101152758#csrt
https://www.scopus.com/sourceid/21101152758#csrt
https://www.scopus.com/sourceid/21101152758#cc
https://www.scopus.com/sourceid/21101152758#cc
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#citlink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/sourceid/21101152758#doclink
https://www.scopus.com/source/citedby.uri?sourceId=21101152758&docType=ar,re,cp,dp,ch&citedYear=2024,2023,2022,2021&years=2024,2023,2022,2021&pubstageExclusions=aip
https://www.scopus.com/source/citedby.uri?sourceId=21101152758&docType=ar,re,cp,dp,ch&citedYear=2024,2023,2022,2021&years=2024,2023,2022,2021&pubstageExclusions=aip
https://www.scopus.com/source/search/docType.uri?sourceId=21101152758&years=2024,2023,2022,2021&docType=ar,re,cp,dp,ch&pubstageExclusions=aip
https://www.scopus.com/source/search/docType.uri?sourceId=21101152758&years=2024,2023,2022,2021&docType=ar,re,cp,dp,ch&pubstageExclusions=aip
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/sourceid/21101152758#RP
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/standard/help.uri?topic=14880
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/sourceid/21101152758#csWidget
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/home.uri?zone=header&origin=sourceinfo
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED
https://www.scopus.com/freelookup/form/author.uri?zone=TopNavBar&origin=NO%20ORIGIN%20DEFINED


Terms and conditions Privacy policy Cookies settings

All content on this site: Copyright © ���� Elsevier B.V. , its licensors, and contributors. All rights are reserved, including those for text
and data mining, AI training, and similar technologies. For all open access content, the Creative Commons licensing terms apply.
We use cookies to help provide and enhance our service and tailor content.By continuing, you agree to the use of cookies .

About Scopus

What is Scopus

Content coverage

Scopus blog

Scopus API

Privacy matters

Language

日本語版を表示する

�看简体中��本

查看�體中�版本

Просмотр версии на русском языке

Customer Service

Help

Tutorials

Contact us

https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/elsevier-website-terms-and-conditions?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/?dgcid=RN_AGCM_Sourced_300005030
https://www.scopus.com/cookies/policy.uri
https://www.scopus.com/cookies/policy.uri
https://www.scopus.com/cookies/policy.uri
https://www.scopus.com/cookies/policy.uri
https://www.scopus.com/cookies/policy.uri
https://www.scopus.com/cookies/policy.uri
http://www.relx.com/
http://www.relx.com/
https://www.elsevier.com/products/scopus?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus/content?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus/content?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus/content?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/products/scopus/content?dgcid=RN_AGCM_Sourced_300005030
https://blog.scopus.com/
https://blog.scopus.com/
https://blog.scopus.com/
https://blog.scopus.com/
https://dev.elsevier.com/
https://dev.elsevier.com/
https://dev.elsevier.com/
https://dev.elsevier.com/
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.elsevier.com/legal/privacy-policy?dgcid=RN_AGCM_Sourced_300005030
https://www.scopus.com/personalization/switch/Japanese.uri?origin=sourceinfo&zone=footer&locale=ja_JP
https://www.scopus.com/personalization/switch/Japanese.uri?origin=sourceinfo&zone=footer&locale=ja_JP
https://www.scopus.com/personalization/switch/Japanese.uri?origin=sourceinfo&zone=footer&locale=ja_JP
https://www.scopus.com/personalization/switch/Japanese.uri?origin=sourceinfo&zone=footer&locale=ja_JP
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_CN
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_CN
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_CN
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_CN
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_TW
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_TW
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_TW
https://www.scopus.com/personalization/switch/Chinese.uri?origin=sourceinfo&zone=footer&locale=zh_TW
https://www.scopus.com/personalization/switch/Russian.uri?origin=sourceinfo&zone=footer&locale=ru_RU
https://www.scopus.com/personalization/switch/Russian.uri?origin=sourceinfo&zone=footer&locale=ru_RU
https://www.scopus.com/personalization/switch/Russian.uri?origin=sourceinfo&zone=footer&locale=ru_RU
https://www.scopus.com/personalization/switch/Russian.uri?origin=sourceinfo&zone=footer&locale=ru_RU
https://www.scopus.com/standard/contactUs.uri?pageOrigin=footer
https://www.scopus.com/standard/contactUs.uri?pageOrigin=footer
https://www.scopus.com/standard/contactUs.uri?pageOrigin=footer
https://www.scopus.com/standard/contactUs.uri?pageOrigin=footer
https://service.elsevier.com/app/answers/detail/a_id/14799/supporthub/scopus/
https://service.elsevier.com/app/answers/detail/a_id/14799/supporthub/scopus/
https://service.elsevier.com/app/answers/detail/a_id/14799/supporthub/scopus/
https://service.elsevier.com/app/answers/detail/a_id/14799/supporthub/scopus/
https://service.elsevier.com/app/overview/scopus/
https://service.elsevier.com/app/overview/scopus/
https://service.elsevier.com/app/overview/scopus/
https://service.elsevier.com/app/overview/scopus/



