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Abstract—Human-computer interaction (HCI) is usually 

associated with using popular input devices such as a mouse or 

keyboard. In other cases hand gestures can actually be useful 

for human-computer interaction when hand gestures are 

needed to make the game controls more interesting. There are 

three basic controls as input mouse: move, click, and drag. 

Hand gestures and hand shape are different for each person. 

This becomes a problem during automatic recognition. Recent 

research has proven the success of the Deep Neural Network 

(DNN) for representation and high accuracy in hand gesture 

recognition. DNN algorithms can study complex and non-

linear relationships between features by applying multiple 

layers. This paper proposes hand feature based on the 

normalized keypoint vector using DNN. The model was trained 

on 2250 hand datasets which were divided into 3 classes to 

identify the mouse movement. The network design uses 

multilayer with neuron sizes (13, 12, 15, 14) with 500 epochs 

and achieves the best accuracy of 98.5% for normalized 

features. The important work in this research is the use of 

keypoint vector from hand gestures as features to be fed to the 

DNN to achieve good accuracy. 

Keywords—Hand Gesture Recognition, Keypoint, Normalized 

Vector, Deep Neural Network. 

I.   INTRODUCTION 

Human and computer interaction is usually uses mouse 

and keyboards [5]. Hand gestures can be used as a means of 

the interaction to make it more enjoyable, especially the 

playing of computers games. For kid games where hand 

movements make the game more interesting. 

Communication between devices can help in building a 

comfortable user interface for many applications [2]. Various 

automatic devices have used hand gestures as controls. The 

physical movement of the human hand produces movement 

and the recognition of hand gestures has led to advances in 

automated vehicle movement systems [3]. Along with the 

advancement of device control, the implementation of hand 

gesture recognition is increasingly being used as a basic 

human-computer interaction. However, considering 

environmental constraints, light sources, enclosed areas, and 

other factors, the diversity and complexity of gestures has a 

major impact on gesture recognition [4]. In many 

applications, the hand occupies only about 10% of the image, 

Spatial localization of the hand in such a scenario can be a 

challenging task [6]. Hand gestures vary in finger orientation 

and hand shape in different people. The problem that arises is 

the size of the hand and the shape of the hand that varies 

from people of different ages. So that is one of the 

characteristics of hand gestures that must be solved. 

This method extracts various types of hand trajectory 

features and their various combinations to represent hand 

gestures. A common problem encountered in hand gestures 

is how to make computers understand and recognize hand 

gestures accurately.  

In this paper, we propose the keypoint of hand gestures is 

used as an important feature in the recognition process. We 

choose a center point and five points on the fingertip as key 

points. Then a vector is formed that connects the center point 

to the point at the fingertip. We take the center of the hand as 

the center point of the formation of the fingers. So there are 

five vector orientations that represent hand gestures. The five 

feature vectors are normalized with the consideration that the 

features are robust against changes in scale and angle of 

inclination of various hand movements. After finding the 

features, the next step is to classify. The main problem is 

how to use this feature to get high accuracy. 

In this paper, we use MediaPipe framework [16] to find 

keypoint hand gesture and deep neural networks are used to 

classify features. Then we compared the accuracy of the 

normalized versus non-normalized hand shape orientation 

features. It can be shown that the normalized feature vector 

has a higher accuracy. This research emphasizes on static 

motion recognition for automatic recognition of hand 

movements that can be applied to various fields such as 

robotics, virtual reality, sign language, and as game control. 

II.   RELATED WORKS 

Various studies have been reported to the recognition of 
hand gestures using the shape context method by utilizing 
3D information locally and globally from hand movements 
[1],[15]. This method extracts features based on the 3D shape 
context structure at various scales. The feature is noise-
resistant and has a greater range of articulation of the hand 
shape. However, this method costs a lot of 3D extraction 
features using kinect sensors which require high equipment 
budget. Hand recognition system can also been developed 
using a neural network based on the shape fitting to resolve 
memory and power budgets [4][7]. Another approach for 
hand gesture recognition is used from finger angle estimation 
based on barometric pressure sensing [8] and also ultrasonic-
based hand gesture recognition system. This works requires 
high cost equipment. Featuring a classification algorithm for 
temporal variations of movement was proposed [9]. Hand 
gesture recognition using both spatial and temporal features 
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for dynamic hand movement [10], [11], [12], [13], [14]. This 
work has been developed and used for hand recognition, due 
to its strong resistance to translation, rotation, and scaling. 
The most popular method for hand gesture recognition uses 
convolutional neural network (CNN) [1], [2], [3], [4]. This 
work requires analyzing a large amount of image data and 
analyzing the effects of data augmentation. Researchers have 
competed in terms of achieving accuracy and time efficiency 
in processing for hand gesture identification. We use the 
open source MediaPipe framework [16] as the base hand 
skeleton tracker. To improve robustness for translation, 
rotation, and scaling, we set up vector relations of key point 
positions as hand gesture features to feed the neural network. 

 

III.   METHODOLOGY 

This section describes the process steps that were used. 

The step of methodology is shown on Figure 1.  

Fig.1. System Framework 
 

The experiment started from preparing the dataset, pre-

processing to determine the hand area, determining the 

keypoint vector and building the DNN model. As shown in 

Figure 1, the image of the hand that was detected, 6 keypoint 

data were taken, the point O as the center of the hand 

formation and 5 other points (A, B, C, D, E) at the fingertips. 

Image of the detected hand, estimated hand center position 

and fingertip point. Then some vectors are formed 

connecting the center to each fingertip. Feature extraction is 

obtained from feature vector normalization. This is done so 

that this feature is robust on changing the scale and rotation 

of the hand gesture. The shape of the hand model can be 

represented from the predefined keypoint vector. The 

extraction features are fed to the neural network for 

classification of various hand gestures in the dataset. Next 

we perform various k-Fold Cross Validation, in this case we 

make k validation experiments from the results of the 

training data, which becomes the test data for each sample. 

A.  Input Data and Training Data 

The first step in this research is to collect data directly 

from the camera. Data were collected in 2250 and divided 

into three classes: palm, index, and fist hand gestures. So for 

each gesture, 750 data were taken, which interprets as mouse 

input: move, click, and drag 

B. Extraction Features from keypoint 

Experimental data collection was arranged with various 

hand gestures, scales, hand tilt angles, and variations in 

distance from the camera. This is due to obtain very diverse 

training data, so it is expected to achieve high accuracy 

  
             (a) palm           (b) index               (c) fist 

Fig. 2.  Three hand gestures to identify the mouse state:  

mouse move (palm), click (index), and drag (fist) 

 

As shown in Figure 2, various hand gestures are taken 

directly from the camera. Next, five keypoints are selected as 

feature vectors. Each vector is represented by two 

components of the x and y directions, so there are 10 vectors 

that represent the hand gesture feature in each image.  

C. Normalized  Vector Feature 

The feature (X) obtained from the position vector at the 
fingertip, can be written as : 

 

X =  { OA,⃗ OB,⃗  OC,⃗  OD,⃗  OE ⃗  }               (1) 

 

  if normalized, it can be written as : 

               

X =  { ,⃗ ,⃗  ,⃗  ,⃗   ⃗  }


                    (2) 

                                          
The performance of the accuracy results using the 

features in (1) and (2) will be examined and the results will 
be compared. 

IV.   EXPERIMENTAL RESULT 

The first step is to perform a feature vector calculation on 

each keypoint using MediaPipe framework. Each vector 

represents a direction from the center to the fingertips. So 

every vector has an x direction and a y direction. Table I 

shows the orientation of the feature vector in the x-axis 

direction.   

T A B LE  I .  K E Y P O I N T  H A N D  G E S T U R E  

 

 

 

  

 

 

 

 

 

 

 

 

 

 

This OA_x means the orientation vector joining the 

center point O to point A in the x-direction component. In 

the same way, calculations can be performed for OB_x, 

OC_x, OD_x, and OE_x. The y-direction component will 

Label OA_x OB_x OC_x OD_x OE_x 

0 -41 32 87 112 137 

0 -47 61 132 157 155 

0 -55 69 138 169 170 

0 -72 58 140 163 162 

…  … …  …  …  …  

1 -50 -39 -14 11 38 

1 -45 -35 -9 12 37 

1 -46 -37 -12 10 35 

1 -45 -35 -11 11 36 

…  …  …  … …  …  

2 -9 -1 -11 6 38 

2 -8 -1 -14 2 36 

2 -6 1 -13 4 38 

2 -8 0 -14 5 40 

…  …  …  …  … …  
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return OA_y , OB_y, OC_y, OD_y, and OE_y, so we get 10 

features for this extraction method. 

The feature as normalized vectors are fed to a neural 

network for classification. In order to build the best network 

model, we design experiments to perform various network 

models and we choose the model that can produce the best 

accuracy. To complete the analysis of this experiment, we do 

the process of normalizing the input vector to examine how 

much influence it has on the accuracy results achieved. The 

next step in building a DNN model is to perform layer 

variations. In this research, multilayer of neural network are 

used. By varying the number of neurons in each layer, the 

measurement results are obtained as shown in Table II with 3 

layers. 

T A B LE  I I .   B U I L D I N G  M O D E L  -  3  L A Y E R S  

No Layer 1 Layer 2 Layer 3 Accuracy 

1 13 12 12 0.960 

2 13 12 13 0.970 

3 13 12 14 0.966 

4 13 12 15 0.948 

5 13 13 10 0.967 

6 13 13 11 0.960 

7 13 13 12 0.978 

8 13 13 13 0.972 

9 13 13 14 0.984 

10 13 13 15 0.966 

11 13 14 10 0.970 

12 13 14 11 0.959 

13 13 14 12 0.976 

14 13 14 13 0.963 

15 13 14 14 0.976 

 

Then the experiment is repeated for the model with 4 layers 

as shown in Table III. 

T A B LE  I I I .   B U I L D I N G  M O D E L  -  4  L A Y E R S  

No Layer 1 Layer 2 Layer 3 Layer 4 Accuracy 

1 13 12 13 13 0.971 

2 13 12 13 14 0.967 

3 13 12 13 15 0.970 

4 13 12 14 13 0.958 

5 13 12 14 14 0.959 

6 13 12 14 15 0.978 

7 13 12 15 13 0.966 

8 13 12 15 14 0.985 

9 13 12 15 15 0.956 

10 13 13 13 13 0.972 

11 13 13 13 14 0.975 

12 13 13 13 15 0.961 

13 13 13 14 13 0.968 

14 13 13 14 14 0.971 

15 13 13 14 15 0.969 

 

The optimal network design was finally obtained by 

testing and trialing. Hence we chose the neural network 

design 4 layers (13, 12, 15, 14) with 500 epochs for our 

experiment because it provides the best accuracy. The last 

step is to carry out a dataset training process consisting of 

2250 data, in which there are 3 classes, each class consists of 

750 data. We did the k-Fold Cross Validation test to get a 

thorough test performance on the accuracy results achieved. 

As shown in Table IV, through the k-Fold Cross Validation, 

where the value of k is varied from numbers 5 to 10. This is 

meant to produce the best average accuracy of two types of 

features, features without normalization and features with 

normalization. It can be seen that the normalized features 

have significantly better accuracy than the features without 

normalization. Likewise with processing time, it can be seen 

that the normalized features have a more stable processing 

time during data training. In this experiment, it is shown that 

the vector features of the normalized finger formation 

position are superior to use as feature extraction in hand 

gesture recognition problems as shown in Table IV. 

TABLE  IV. C L A S S I F I C A T I O N  R E S U L T  

k-Fold 
Without Normalized With Normalized 

Accuracy Time Accuracy Time 

5 0.9515 19.72 0.9577 21.57 

6 0.9488 22.49 0.9684 25.60 

7 0.9604 29.37 0.9715 32.48 

8 0.9617 34.16 0.9732 32.85 

9 0.9537 35.19 0.9693 36.54 

10 0.9622 40.31 0.9720 36.38 

 

Next, the experiment was repeated using 50-50 split 

training-testing. It was observed that the accuracy for 50-50 

splitting was 97.56% for normalized features, and 95.42% 

for non-normalized features. These results demonstrate the 

ability of the model to adapt to a larger test set. 

 The confusion matrices of the two models are provided in 

Figure 3 and Figure 4.  This shows in the matrix that the 

values on the diagonal are very high. This means the 

recognition performance is good. The normalized feature 

model performs better in all three classes (palm, fist, and 

index) compared to the non-normalized model. Better 

performance for all classes on normalized features because it 

contains the right features. 

 

 
Fig. 3.  Confusion Matrix Hand Gesture Recognition Database without 

normalized features 

 

Fig. 4.  Confusion Matrix Hand Gesture Recognition Database with 

normalized features 
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In general, it shows the confusion matrix of the normalized 

model has lower error results than the non-normalized 

model. 

TABLE  V.   P E R F O R M A N C E  R ES U LT 

Performance Without Normalized With Normalized 
Precision 0.95

91 
0.97 

Recall 0.97
87 

0.99 
F-Measure 0.97

89 
0.99 

Accuracy 0.97

7% 
0.99 

 

The performance measures shown in Table V prove this 

statement. It can be known that the normalized features have 

higher accuracy performance than the non-normalized 

features. 

V.  CONCLUSION 

This study shows that keypoint vector can be used 

successfully as a feature to recognize hand gestures to be 

applied to computer controls such as mouse pointers. This 

research proves that the normalized keypoint vector 

feature yields high accuracy and good performance. The 

problem in hand gesture recognition can be solved by 

analyzing from the orientation of feature vectors using 

DNN. This experiment proves the hand gesture keypoint 

feature vector is a vector-based methodology that has a 

great influence on recognition accuracy. Even though the 

system can recognize the hand gestures successfully, 

however for some hand orientations have a recognition 

error and this becomes a challenging work in the future. 
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