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One of the problems in the blockchain is the formation of increasingly large data (big data) because each block must store all the
transactions it makes. With the problem of the appearance of extensive data (big data), many studies aim to maintain the data in
small amounts. This research combines a sorting data technique and a proper compression technique to obtain efficient data
storage on the blockchain. The result of this research is a blockchain platform called Adaptive Shrink and Shard Blockchain
(AS2BC), which conceptually and computationally can minimize the use of storage space in the blockchain up to 22 times smaller.

1. Introduction

Big data is essential in building any intelligent system [1–6].
Intelligent system researchers need extensive ground truth
data to make predictions with high accuracy [7–16]. In addi-
tion, organizations that store sensitive data from their users
also require large amounts of storage. Storage of this sensitive
data requires not only easily accessible media but also reli-
ability in terms of security. Bitcoin, which Satoshi [17] intro-
duced through his white paper in 2007, has simultaneously led to
a new data storage alternative using the blockchain. Blockchain
is a distributed storage medium that eliminates the role of third
parties in every process. The blockchain mechanism reduces
dependence on outsiders and increases the security of data enter-
ing this blockchain network. Blockchain is currently used in
various systems, ranging from cloud computing-based systems
and IoT to cryptocurrency systems [18–20]. In several European
countries, health technology and livestock are already using
blockchain [21, 22]. The purpose of using this blockchain system
is to increase the security of existing data access and guarantee
the reliability of stored data [23]. For example, blockchain keeps
patients’medical history in the health sector so that this sensitive
data can be guaranteed security [24]. In the livestock sector,
however, in several studies, this blockchain is claimed to reduce
the risk of food fraud [25–28]. Blockchain reduces the risk of

food fraud in the food supply chain by implementing this block-
chain network, from raw materials to finished goods such as
frozen meat. This method makes the data entered from
upstream (breeders) to downstream (end consumers or end
traders) irreversible. For example, at the beginning of entering
meat with grade C, then until the end, this meat will still be
recorded as grade C.

Data storage mechanisms on a distributed blockchain
cause each node to duplicate all the data in the network
[29]. This distributed storage causes problems using devices
with limited capabilities [30], not only in terms of the capac-
ity needed to store but also in terms of the speed of access
when retrieving the data. Devices with limited abilities will
quickly fill their storage capacity, whereas the access speed
will decrease linearly if the capacity is full. This problem will
have an even more impact if it occurs in cases of utilizing big
data on the blockchain network [31, 32]. It is also impossible
to place conditions on the use of devices with high speed and
capability to become blockchain nodes because it will reduce
the scalability of the blockchain system itself.

Several researchers have been looking for ways to overcome
this storage problemon the blockchain.Memory-Optimized and
Flexible-Blockchain (MOF-BC), Proof of Property, and Block
Summarization are among them. Each of these methods opti-
mizes storage by deleting or ignoring no longer needed data
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[33–35]. So, in these methods, an assessment is made of each
data that will enter the blockchain network.

Between 2018 and 2021, several studies developed distrib-
uted storage methods but avoided data duplication [36–46].
These methods are Incentive Mechanism (2018), Forkbase
(2018), Network Coded–Distributed Storage (NC–DS) (2018),
Segment Blockchain (2020), Inter Planetary File System (IPFS)
(2019), Sia Coin-Storj-FileCoin-Programmable Decentralized
Storage and Delivery Network (PPIO) (2021), Light Chain
(2019), Superlight (2019). Each method has similarities: distrib-
uting data to be stored on the blockchain network so that the
storage load is not only on one node.

The BC Big Data Management System method, researched
by Chen et al. [32], utilizes external storage outside the block-
chain network, reducing blockchain capacity more efficiently.
The blockchain network is only used to store essential data or
keep pointers that will be used to retrieve data from external
storage.

The last technique found in previous research is the block-
chain network user clustering technique. In this technique,
each user in the blockchain network will be separated accord-
ing to their individual needs and interests [47, 48]. This is so
that each person does not need to duplicate all the data on the
blockchain network but only needs to replicate and own data
from the cluster or group where the user is.

However, from every research done before, only one, Block
Summarization, uses the compression method to optimize its
storage. Even though the compression method is a classic
method, it is still very efficient in saving storage capacity. Besides
that, the distributed storage and cluster methods are also suitable
methods to implement because they only need to store the data
that needs to be stored. Therefore, this research contribution will
combine methods that select essential data to be stored, namely
methods of deleting or ignoring unimportant data, distributed
storage, and clusters. Then, the stored data will also be com-
pressed, resulting in genuinely efficient data in terms of storage
capacity. Therefore, in a nutshell, this research was conducted to
make it easier for nodes with low storage capacity to join a
blockchain network so that the scalability of the blockchain
can increase. To the best of our knowledge, there has never
been any research related to increasing storage efficiency on
blockchain that combines erasure, distribution, grouping, and
data compression factors into one new method. This research
was conducted from the analysis stage to designing a blockchain
platform capable of optimization and data storage efficiency.

2. Related Work and Motivations

The increase in scalability can not only be seen from the rise
in consensus speed but also needs to be considered for han-
dling ample data storage on the blockchain. The concept of
distributed data storage on the blockchain is beneficial for
maintaining data integrity [49] as long as its size does not
always increase.

2.1. Distributed Data Storage Research.MOF-BC is one of the
studies that seek to reduce the data that must be stored on the
blockchain to avoid a massive increase in node sizes [33]. In
this method, three parties are generally involved: the user,

the service provider, and the blockchain network. These
three parties have the right to determine which data must
still be stored or which can be deleted.

In another study, the concept of distributed storage was
optimized, but trying not to repeat data already stored in a
node. So, there are nodes that have extensive data, and there
are also small ones. So that the user who owns the node does
not mind storing other people’s data, the system is given
incentives that are adjusted to the amount of data stored
by the node [36].

In 2018, Wang et al. [37] introduced the concept of data
storage on the blockchain with the Forkabse principle. This
method is similar to a version control system in that the system
will only store data that changes so that each node does not need
to have precisely the same data as the other nodes.

Other studies have taken things further by making each
node store data differently from every other node [38]. This
is done using NC-DS. However, this method has weaknesses
in security if the blockchain is used as a means of financial
transactions. Because this method cannot validate data with
other nodes, but this drawback can be overcome if you
implement blockchain segments. Data duplication from dif-
ferent nodes is still being carried out in the blockchain seg-
ment, but only 50% of all nodes [39] because data verification
on the blockchain can be valid if at least 51% of nodes also
have the same data.

2.2. Grouping Data Storage Research. Data grouping and
separation for storage efficiency on the blockchain was also
carried out by Zheng et al. [40] in 2019. The concept intro-
duced by Zheng et al. [40] uses a separate place to store
information on the blockchain, while user nodes only need
to keep the hash, which will be related to the actual data.
Because the data is not stored in each node, and the existing
nodes only store the hash, which is the address of the data,
the storage size at each node can be reduced significantly.
Apart from Zheng, the research conducted by Changir et al.
[41] also has a similar concept. Because at Zheng, each node
in the blockchain network only needs to store the metadata
of every existing actual data. This metadata will then be used
to relate to the actual data [41], where the actual data is
outside the blockchain network itself.

Light Chain also implements an almost similar concept,
and it is just that the difference in Light Chain, which stores
data, is that each node has made the transaction itself [42]. So
if node A has completed five payment transactions, then this
history will be stored at node A but will not be broadcast to
other nodes. Later, if other nodes will make transactions with
node A and need to know the transaction history of the
previous node A, then the other node will see the informa-
tion directly on node A. The pointer to know this informa-
tion will be a hash as the address of each data on different
nodes. A concept similar to this is Superlight, where in this
concept, each node also does not need to duplicate all data in
a block but only saves the block header [43]. The storage of
this header block is also verified later using the Bone-
h–Lynn–Shacham Signature (BLS Signature), so the data
becomes more secure but still compact. But this is also a
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drawback of this Superlight because the computation time
required by the BLS Signature is quite long.

In 2021, Li et al. [47] introduced the Intra Cluster Integ-
rity Strategy (ICIStrategy), which groups blockchain users
into prebuilt clusters. Users in each cluster only need to
duplicate data for each node in the same cluster as that
user. This strategy reduces the storage capacity each node
has to provide because there is no need to store all data from
each node on the blockchain network. This strategy is also in
line with Rapid Chain, which was introduced by Zamani
et al. [48] earlier in 2018 and referred to grouping nodes as
a sharding technique.

In 2019, Sanka and Cheung introduced the concept of
separating data storage on the blockchain by selecting core
and non-core data [32]. The essential or core data will be
stored directly on the blockchain network. At the same time,
data considered unimportant will be stored in a centralized
database. However, this non-core data will still be hashed,
and only the hash will be held on the blockchain network to
maintain the integrity of this non-core data.

The sorting of data storage carried out by Ehmke et al.
[34] introduced the concept of Proof of Property in their
research. In this concept, each user does not need to know
the entire historical data of each node but only needs to
understand what properties each user has and does not
need to know the history or origin of these properties [34].
This concept is similar to MOF-BC, where unimportant
information does not need to be stored.

2.3. Compression Data Storage Research. In addition to
reducing data storage by distributed data storage and group-
ing users into certain clusters, there is also research that
develops a compression technique called Block Summariza-
tion. This compression technique is claimed to compress
data on the blockchain up to a ratio of 0.54 of the original
data size. In addition, the validation of each transaction on
the designed blockchain network can be carried out indepen-
dently without having to check the similarity of data on other
nodes in the blockchain network [35].

3. Materials and Methods

The need for ample data storage on the blockchain needs to
be responded to with suitable storage methods so that the
scalability of this blockchain can still be accepted and imple-
mented in the industry at large. However, in making storage
arrangements, it should also be noted that big data requires a
lot of data. This data is used for various analyses related to
the needs of the blockchain, which ultimately impacts the
processing speed of the transaction.

The data storage management method developed in this
study is called Adaptive Shrink and Shard Blockchain Storage
Management or AS2BC. In this method, data will be sorted,
and only a summary will be stored with a maximum duplica-
tion of 50% of the total number of nodes, and data that is no
longer needed will also be deleted. Transaction verification is
done by collecting all the required data from each node that
stores data related to the transaction. This method refers to
previous research regarding ways of shrinking or reducing

data on the blockchain [32–34, 38, 41, 43]. In the AS2BC
method, the depreciation method will use block summariza-
tion, where in this research, the transaction data stored at each
node is reduced [35]. This reduction has an impact on reduc-
ing the need for storage space needed for a transaction in a
block. This ultimately also impacts reducing the burden on
the nodes participating in the blockchain network. For nodes
with devices with low specifications, they can store only essen-
tial changes from a block, known as block summarization
storage. Meanwhile, nodes with high computational power
and large storage capacity can still store complete blocks.

After the data is cleaned and only essential data is taken, the
data will also be compressed to be smaller. Similar research has
also been carried out on collecting data in the blockchain using
the Block Summarization algorithm [35]. Meanwhile, in AS2BC,
data compression will use the SHA256 hash method. This is
because this hash method will produce a hash length that is
always the same no matter how long the data is entered. The
results of this hash will be stored in each user’s transaction data
so that later, it can be seen that the data comes from that user.
However, because SHA256 is a one-way encryption, which
means it cannot be decrypted, it will still need a place to store
the original data regarding this user’s transactions. Meanwhile,
to retrieve this initial data, the systemwill use the hash created to
be a pointer to the data.

The original data storage for each user will use a distrib-
uted concept, or in this method, it is called a shard. Data
storage techniques with storage deployments like this are
also carried out by similar research on optimizing storage
media on the blockchain [40, 42, 49]. This shard method will
divide the existing data on each node in the blockchain net-
work. So that users are interested in providing storage space
on their nodes, an incentive mechanism is also given in the
form of a certain nominal that will be paid by the data owner,
as has been done in previous studies regarding incentives for
distributed storage on the blockchain [36]. However, even
though the data has been distributed, if it is still an extensive
network, then over time, the data storage size at each node
will also be fuller, even though that node does not necessarily
need the data stored. Therefore, AS2BC also implements the
division of nodes into groups of nodes. This division is based
on the average nominal transaction that has been made, so if
users often make large numbers of transactions, they will be
grouped with those with the same nominal transaction
behavior. However, the division of users into groups of nodes
is also not permanent, so it can always change if the average
nominal transaction of these users changes. Grouping trans-
actions within network nodes is also carried out by similar
research on increasing storage space efficiency on blockchain
networks [47, 48].

Figure 1 shows the architectural model of AS2BC, where
each node in the blockchain network will be divided and
grouped according to the average amount of transactions stored
in that node. If the amount is included in a large transaction, it
will enter into a group of nodes called the Group of Big (Gob),
while vice versa, it will enter into the Group of Small (Gos). Later,
each node only needs to duplicate data and consensus on trans-
actions in a group of nodes. The determination of the average
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number of transactions that enter into each group will follow the
equation shown in Equations (1) and (2). Figure 1 also offers
three levels of nodes, namely levels 1–3. Level 1 shows the node
with the highest compression level, so it has the smallest size, and
conversely, the higher the level, the lower the compression level,
so the larger the storage size required by the node. An explana-
tion of the differences in each node level will be further discussed
in Section 4.

Gob ¼
∑nu

1 nominal tx
n

� �
>ex; ð1Þ

Gos ¼
∑nu

1 nominal tx
n

� �
≤ ex: ð2Þ

In Equations (1) and (2), the calculation for determining
the Gob and Gos is shown, obtained from the total nominal
transaction (tx) from the first transaction to the nth transaction

at the node (nu) divided by the total number of transactions of
the node (n), and compared with the median of all nominal
transactions on the blockchain network (x̃). If it is larger, it will
be put in the Gob, and if it is smaller or equal to the median, it
will be placed in the Gos.

It is also shown in Figure 1 that there is a clear separation
between the Gob and Gos. So that the nodes of each group
simply handle the data in their group. In addition, in each
group, one or more nodes provide their blocks as storage
services for other users in the group (marked with red and
yellow blocks). This storage service also exists as level 3,
which means it provides storage for full nodes, and level 2
partially includes storage space for full nodes. Later, the node
owner will get incentives from every data deposited in their
storage service. The consequence of increasing the size of a
block is the hash processing time of that block. The node that
entrusts the data can access it through its hash, where the
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FIGURE 1: AS2BC architecture.
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hash is a pointer to the actual data in the storage service on
other nodes. Node owners with adequate devices can offer
themselves to the network to become storage service actors.
The concept of blockchain as a service was also developed by
Lu et al. [50]. However, in the study of Lu et al. [50], the
service offered is not just storage between nodes but the use
of the entire blockchain network for those who need it but
have limited resources to develop their blockchain network.

Table 1 shows a comparison between the currently existing
methods and the proposed method. As shown in Table 1, six
factors are used to optimize data storage for each existing
method, including the proposed method. These factors include
(1) deleting data that is deemed unnecessary, (2) distributing
storage in more than one block, (3) storing only data that
changes like a version control system, (4) using storage media
external outside the blockchain, (5) grouping (clustering) each
user on the blockchain, and (6) compressing the incoming data
so that it can have a smaller size. Table 1 also shows that the
AS2BC proposed method adapts several factors carried out by
similar studies and combines them to get the best efficiency and
reliability. As previously explained, it can be summarized that
this proposedmethod applies a deletion process to data that is no
longer needed, distributes stored data so that it does not need to
pile up in one place,makes groupings ofGob, andGos, so that not
all nodes must store all data on the network, as well as compress
incoming data so that a smaller data size is obtained.

4. Result and Discussion

This section will describe the results of testing the four main
strategies in the AS2BCmethod. The cryptocurrency transaction
data comes from Bitcoin from August 2022 to November 2022.
The amount of transaction data taken during that period is
31,350,168 transactions, with a total size of 20,382GB. The num-
ber and size of monthly transactions can be seen in Table 2,
where the highest number was in October, with 7,973,133

transactions. Meanwhile, the largest total transaction size was
in November, namely 5,231GB.

4.1. Data Compression. Any transaction-related data stored
on the current blockchain network typically undergo no data
compression or modification. However, due to the increasing
number of transaction data and to speed up the consensus
process, in one block processing, as many transactions as
possible are included as long as the computing power of
each node is still sufficient to carry out a complete consensus.
But this also eventually causes the size of each block to be
quite large. Especially now that the number of blocks is
increasing, the total storage that must be provided by a
node that wants to join the blockchain network will be
even greater. This condition is a problem for the scalability
of the blockchain itself because it also reduces the opportu-
nity for new nodes to join. The data compression that will
be carried out in this study uses the SHA256 algorithm.

TABLE 1: Comparison of methods.

Methods
Optimization consideration factors

1 2 3 4 5 6

MOF-BC [33] ☑ — — — — —

Incentive Mechanism [36] — ☑ — — — —

Forkbase [37] — ☑ ☑ — — —

NC-DS [38] — ☑ — — — —

Segment Blockchain [39] — ☑ — — — —

IPFS [40] — ☑ — ☑ — —

Sia Coin, Storj, FileCoin, PPIO
[41, 44–46]

— ☑ — ☑ — —

Light Chain [42] — ☑ — — — —

Superlight [43] — ☑ — — — —

ICIStrategy [47] — — — — ☑ —

RapidChain [48] — — — — ☑ —

BC Big Data Management System [32] — — — ☑ — —

Proof of Property [34] ☑ — — — — —

Block Summarization [35] ☑ — — — — ☑

AS2BC (proposed method) ☑ ☑ — — ☑ ☑

TABLE 2: Transaction data recap.

Transaction month Total

August
Count 7,819,508
Size (GB) 5.078

September
Count 7,683,590
Size (GB) 4.964

October
Count 7,973,133
Size (GB) 5.109

November
Count 7,873,937
Size (GB) 5.231

IET Computers & Digital Techniques 5
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However, because this encryption algorithm is only one-way,
compression using this algorithm will only produce a hash,
which is a pointer to the actual data. So, this data compres-
sion strategy will be related to the distribution strategy
because the original data will be distributed to nodes with
adequate capabilities. In this study, a simulation of com-
pressed transaction data per block was carried out using
the SHA256 algorithm, and the results were obtained per
week, as shown in Figure 2, for data from August to Novem-
ber 2022.

The graph shows that the orange color results from com-
pression, where the size becomes much smaller than the
baseline. Not all nodes can store this compressed data, but
there must still be nodes that store complete data with large
sizes. Of course, nodes that store complete data have high
computational capabilities and large storage capacities. This
data compression calculation follows Equation (3). First, the
number of transactions (txc) per day during the months from
August to November 2022, multiplied by the number of bits
generated from the SHA256 encryption algorithm. Then,
because the result is still in bits, it must be divided by 233

to become gigabytes.

sr1 ¼ ∑
n

m¼8

shabits ∑ld
d¼1txcd

À Á
233

: ð3Þ

4.2. Deleting Unimportant Data. In the second strategy, all
nodes that store complete data in the first strategy will delete
data that is considered unimportant. This strategy tries to
implement the Block Summarization method that has been
researched and developed by Palai et al. [35] in 2018. In this
strategy, nodes that do not have high computing power
and/or do not have a large storage capacity can store only
essential changes from the data for each existing block, where
this is referred to as Block Summarization. As for nodes with
high computing power and storage capacity, they can keep
all the blocks in the blockchain network intact. Implementa-
tion of Block Summarization can obtain a compression ratio

of 54% [35]. So, with this level of compression, the data used
in the baseline node in the AS2BC research can shrink by
9.16 GB. The breakdown is a total of 2.68 GB in August,
2.62GB in September, 2.69GB in October, and 2.76GB in
November. The equation for calculating monthly deprecia-
tion can be seen in Equation (4), where the result of the first
strategy (sr1), which is total depreciation, can be calculated
from depreciation per month from August to November
2022. The calculation starts from calculating the total trans-
action size per day from d= 1 to the last (ld) day, which is
then converted to gigabytes by dividing by 230. The result is
the total transaction size per day multiplied by the Block
Summarization’s compression ratio (cr).

sr2 ¼ ∑
n

m¼8

c
r ∑ld

d¼1

txsd
230

À Á
100

: ð4Þ

Suppose the depreciation is calculated per week from
August to November. In that case, it can also be seen that
the reduction in transactions will significantly impact the size
of the transaction data per week. Therefore, as shown in
Figure 3, the depreciation of transactions per week is shown
where the y-axis is the size in GB, and the x-axis is each week
from August to November.

4.3. Distribution Strategy. This third strategy is related to the
two previous strategies. In the first strategy, there is a group
of nodes, which can have the smallest data size because it will
be compressed using SHA256, and then these nodes only need
to store the hash of the results. At the same time, the original
data will be stored on another node with a large storage
capacity. If the smallest node is considered the default node
and denoted as N, then the node where the complete data is
stored will be referred to as N′. In the second strategy, N′ is
reoptimized so that there is a second tier to increase node
scalability. So, the second strategy, N′, is subject to the sum-
marization method to make the data smaller by eliminating
unnecessary data and only storing the necessary node
changes. Therefore, from the second strategy results, N′ is
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Compressed 0.05 0.05 0.06 0.07 0.05 0.05 0.06 0.06 0.05 0.05 0.06 0.07 0.06 0.06 0.06 0.06
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1st Strategy result (sr1)

FIGURE 2: The 1st strategy result (compression).
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no longer a node with the complete data but a level 2 node
containing summarization results. The node with the com-
plete data becomes a level 3 node denoted by N″. This mech-
anism is what is meant by the distribution strategy in AS2BC.
Table 3 shows a monthly comparison of node sizes for each
level. Level 1 shows the most petite size compared to the
others, so level 1 will have the most number of nodes in it.
At this level 1, the nodes that join do not need high computing
power or large storage capacities. However, the data stored is
incomplete, so if verification is necessary, it will be connected
to levels 2 and 3 through the hash pointer belonging to level 1.
This hash pointer will exist at each level, and to associate, it
will use a matching mechanism from the hash owned by each
level.

4.4. Grouping. Grouping is the last strategy of the AS2BC
method, in which every transaction with a relatively nominal
amount is grouped into one, which is then referred to as one
group. There will only be two groups for all transaction data,
Gob and Gos. Each will store data groups with large transac-
tion values and data groups with small transaction values.
This grouping will follow Equations (1) and (2), as explained
in the previous subsection.

The impact of this strategy is being able to reduce the
overall node size significantly. But at the beginning, when a
node joins, it must decide whether to take a small or a big
group. In this study, due to the limitations of data processing
tools that still use Excel, where the maximum data row in
Excel is 1,048,576, and the maximum column is 16,384 [51],
the grouping calculation period is carried out in the last week
of November 2022. Through this calculation, the median

value is obtained. Transactions amounted to 444,408 USD,
and the specifications for each group are shown in Table 4. In
these results, it can be seen that theGob has the same number
of transactions when dividing but has a larger size of 1.06GB.
Meanwhile, theGos has a size of 0.30GB. Nodes that will join
the Gob, of course, must have a larger storage capacity. How-
ever, this will not be a problem because the larger the trans-
actions made (those that fall into the Gob), the greater the
included transaction fees. Therefore, the node owner will get
a more significant profit from the Gob, but must also have a
more enormous capital because they have to provide a stor-
age capacity of approximately 3.6 times that of the nodes that
join the Gos. Calculating the storage capacity of the group of
big (Gobc) can be formulated, as shown in Equation (5). The
equation indicates that the measure begins by calculating the
total size of all transactions that fall into the Gob categories
based on a predetermined median, then dividing it by the
total size of all transactions in the Gos.

Gbc ¼
∑ldGb

dGb¼1txsdGb

∑ldGs
dGs¼1txsdGs

: ð5Þ

4.5. Final Result. The final result of this research is to obtain
an adaptive blockchain system architecture consisting of two
large groups, Gob and Gos. As explained in Section 3 in
Figure 1, the division of this group is based on the median
value of the nominal transactions that occur on the block-
chain in a specific timeframe. After that, in each group, there
will also be three levels of nodes that can be chosen by users
who will join. Each node level has different storage needs,

01-Aug 02-Aug 03-Aug 04-Aug 01-Sep 02-Sep 03-Sep 04-Sep 01-Oct 02-Oct 03-Oct 04-Oct 01-Nov 02-Nov 03-Nov 04-Nov

Baseline 0.12 1.14 1.29 1.43 1.14 1.17 1.26 1.28 1.16 1.12 1.28 1.43 1.12 1.17 1.46 1.35
Summarized 0.07 0.61 0.7 0.77 0.61 0.63 0.68 0.69 0.63 0.61 0.69 0.77 0.6 0.63 0.79 0.73
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FIGURE 3: The 2nd strategy result (summarization).

TABLE 3: Comparison of distributed nodes (in GB).

Months Level 1 Level 2 Level 3

August 0.233 2.742 5.078
September 0.229 2.681 4.964
October 0.238 2.759 5.109
November 0.235 2.825 5.231

TABLE 4: Group definition simulation.

Name Tx count AS2BC Baseline

Gob 1,022,474 1.06GB
1.35GB

Gos 1,022,474 0.30GB

IET Computers & Digital Techniques 7
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where level 1 is the node with the lowest storage, level 2 is the
node with medium-size storage, and level 3 is the node with
complete data (baseline), so it requires the most significant
storage. This study conducted a whole trial from group divi-
sion to level distribution using a transaction dataset from
November 23, 2022 to November 30, 2022. The results can
be seen in Figure 4, where it can be seen that every day, the
Gob always has storage that tends to be large, not because of
the large number ofGob transactions, but because every trans-
action onGob also has a larger size. Meanwhile, at node level 1,
which on the graph is colored green (Gos level 1) and light
blue (Gob level 1), the storage requirements ofGos andGob can
be said to be relatively similar. This causes the scalability of
the blockchain to increase because the newly joined nodes can
more easily enter Gos and Gob level 1.

The algorithm summary of the entire mechanism of this
method can be seen in Algorithm 1 as follows: the input
received is transaction data that will enter the block. At the
same time, the output produced is data that will enter each
block level. The node level will correlate with the block level
that has been determined from this process, which means

that level 1 blocks will enter level 1 nodes and so on. The process
that occurs in Algorithm 1 can be explained as follows. Existing
transaction datawill be conditioned and divided into big or small
groups. Then, the same processing will be done in each group,
namely the compression stage, which will produce block level 1
data. The summarized stage will have block level 2 data; finally,
the original data will be stored in block level 3.

Gob level 1 and Gos level 1 is the most optimal storage
efficiency in AS2BC, so to see the efficiency level more clearly,
this method is compared to similar methods in this study. The
first method to be compared is ICIStrategy. This method
determines howmany nodes will participate in the blockchain
network, which will be divided into several clusters. Each
cluster will also be determined by the capacity of the nodes
that can join [47]. In this test, ICIStrategy uses 2,000 partici-
pating nodes; each cluster can accommodate 100 nodes, so
there are 20 clusters. The second method being compared is
Block Summarization. This method deletes data that is no
longer needed, resulting in a large enough data compression
ratio [35]. The third method being compared is the BC Big
Data Management System, which divides data on the
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23 24 25 26 27 28 29 30

Gos Lv1 0.00407 0.00383 0.00377 0.00357 0.00351 0.00383 0.00397 0.00392

Gob Lv1 0.00409 0.00376 0.00393 0.00327 0.00312 0.004 0.00413 0.00417

Gos Lv2 0.02096 0.02003 0.01973 0.01914 0.01894 0.02046 0.02098 0.02039

Gob Lv2 0.08359 0.08193 0.07347 0.06418 0.05975 0.07294 0.06869 0.06624

Gos Lv3 0.03881 0.03709 0.03653 0.03544 0.03507 0.03789 0.03886 0.03775

Gob Lv3 0.1548 0.15172 0.13605 0.11885 0.11064 0.13508 0.12721 0.12266

AS2BC storage level comparison

FIGURE 4: AS2BC final result.
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blockchain by distributing most of the data to a centralized
database [32]. This method’s impact is that the storage size
required on the blockchain network is significantly reduced
because most of it has been entered into a centralized data-
base. The last method to compare is IPFS, which reduces hash
redundancy by storing once for transactions with the same
hash [40]. Through this IPFS method, data on the blockchain
can be compressed significantly. Figure 5 shows a comparison
between the AS2BCmethod at the most optimal level (level 1)
with the ICIStrategy, Block Summarization, BC Big Data
Management System, and IPFS methods. Figure 5 shows
that the AS2BC method for both Gob and Gos has outper-
formed the other four methods.

In Table 5, a summary of the tests between methods is
made, where in the AS2BC method, the greatest (Max) and
smallest (Min) efficiency of each group (Gob and Gos) is
compared with the other four methods. It was found that
the most outstanding efficiency was when Gob level 1 was
compared to Block Summarization, where the efficiency
obtained wasGob level 1 25.22 times smaller than Block Sum-
marization. Meanwhile, the lowest efficiency was obtained
when Gob level 1 was compared to ICIStrategy, where the
efficiency obtained, namely Gob level 1, was only 1.63 times
lower than ICIStrategy. However, overall, the AS2BC method
consists of Gob and Gos still has an efficiency level above the
other four compared methods.

At level 2 nodes, the resulting storage efficiency is quite
reasonable compared to the Block Summarization method.
However, because level 2 is not the optimal level for AS2BC, a
level 2 node size is larger than the results of other methods, as
shown in Figure 6. Later, level 2 is intended for users who still
have a larger storage capacity.

In Table 6, as in Table 5, a summary of the results of
level 2 is also shown. At level 2, it can be seen that the most
outstanding efficiency is obtained at Gos level 2 when

compared with Block Summarization, namely that Gos level
2 is 4.15 times smaller than Block Summarization. Mean-
while, the most negligible efficiency was obtained when
Gob level 2 was compared with Block Summarization, where
it was found that Gob level 2 was 1.32 times smaller than
Block Summarization.

At level 3 nodes, the efficiency of AS2BC, when compared
to other methods, is less visible. This is because level 3 nodes
already store the most complete data. So, at level 3, AS2BC
storage efficiency is only visible at Gos level 3 compared to
Block Summarization. Meanwhile, AS2BC level 3 results with
other methods tend to have more extensive data sizes, as seen
in Figure 7.

In Table 7, as well as Tables 5 and 6, a summary of the
comparison ratio is shown to see the efficiency of the AS2BC
method compared to other methods. The Table 7 shows that the
most significant and negligible efficiency is only at Gos level 3
compared to Block Summarization, namely 2.24 times smaller
and 2.02 times smaller, respectively. However, this is not a prob-
lem because level 3 nodes are given to users who want to provide
data storage services. Meanwhile, ordinary users who require a
high level of storage efficiency will be directed to become level 1
nodes with the most significant level of efficiency.

4.6. Security Implications. The distributed storage method is
of great importance in the proposed AS2BC method. In this
method, data is not stored on the main node of the block-
chain network. Meanwhile, the hash matching principle is
used to retrieve data from each scattered storage location, as
is the case when matching login passwords, where the hash
technique used in this research is SHA256. In 2018 and 2022,
several researchers conducted research proving that The
SHA256 hash method is still a reasonably safe method for
securing data stored in standard blockchain applications or
intelligent systems [52, 53]. Apart from that, from 2014 to
2021, a group of people also researched the comparative anal-
ysis between several hash methods, where SHA is always
compared. This research also revealed that the SHA256
method could still be the best choice in terms of security,
among other hash methods. However, the SHA256 method
has several weaknesses, such as larger storage capacity and
slower speed when compared to other hash methods [54–57].

To the best of our knowledge, the only security threat in
the SHA256 method is a collision attack, which has never
happened. Still, in theory, it is possible [53, 56, 57]. Collision
attacks are one of the security threats that exist in every hash
technique. Collision attacks on SHA256 can occur in theory,
one of which is using the brute force method [58]. In 2021,
Hosoyamada and Sasaki [59] proved that collision attacks on
SHA256 and SHA512 can occur using a Quantum Machine,
although it is still not straightforward. However, with
research that has led to the use of Quantum Machines, the
security threat to hash methods such as SHA256 is increas-
ingly accurate. Several of the world’s leading vendors, such as
Microsoft Azure Quantum, Google Quantum AI, and IBM
Quantum, have started to develop and provide services for
researchers to try to use Quantum Machines to carry out
heavy computing processes.

Input: n transaction data Tx

Output: LB block data per level

1: for i= 0 to n–1 do

2: if ð∑nu
1 nominal tx

n Þ:> x̃

3: LBb [1]= ∑n
m¼8

shabitsð∑ld
d¼1

txcdÞ
233

4: LBb [2]= ∑n
m¼8

c
rð∑ld

d¼1
txsd
230 Þ

100

5: LBb [3]= Tx[i]

6: else

7: LBs [1]= ∑n
m¼8

shabitsð∑ld
d¼1txcdÞ

233

8: LBs [2]= ∑n
m¼8

c
rð∑ld

d¼1
txsd
230 Þ

100

9: LBs [3]= Tx[i]

10: end if

11: return LB

ALGORITHM 1: Process on AS2BC.
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23 24 25 26 27 28 29 30

Gob Lv1 0.00409 0.00376 0.00393 0.00327 0.00312 0.004 0.00413 0.00417
Gos Lv1 0.00407 0.00383 0.00377 0.00357 0.00351 0.00383 0.00397 0.00392
ICIS 0.00909 0.00849 0.00772 0.00715 0.0068 0.00818 0.00753 0.00761
Block Summarization 0.10455 0.10196 0.0932 0.08332 0.07868 0.0934 0.08968 0.08662
BC Big Data Man Syst 0.03872 0.03776 0.03452 0.03086 0.02914 0.03459 0.03321 0.03208
IPFS 0.01582 0.01543 0.0141 0.01261 0.0119 0.01413 0.01357 0.01311
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FIGURE 5: Methods comparison node level 1.

TABLE 5: Benchmark result summary node level 1.

Compared methods Max Min

Gob Lv 1 vs. ICIS 2.18 1.63
Gos Lv 1 vs. ICIS 1.94 1.67
Gob Lv 1 vs. Block Summarization 25.22 18.87
Gos Lv 1 vs. Block Summarization 22.42 19.33
Gob Lv 1 vs. BC Big Data 9.34 6.99
Gos Lv 1 vs. BC Big Data 8.3 7.16
Gob Lv 1 vs. IPFS 3.81 2.85
Gos Lv 1 vs. IPFS 3.39 2.92

The numbers in italics are the highest level of efficiency achieved from the test results, while the numbers in bold are the lowest efficiency levels achieved from
the test results.

23 24 25 26 27 28 29 30
Gob Lv2 0.08359 0.08193 0.07347 0.06418 0.05975 0.07294 0.06869 0.06624
Gos Lv2 0.02096 0.02003 0.01973 0.01914 0.01894 0.02046 0.02098 0.02039
ICIS 0.00909 0.00849 0.00772 0.00715 0.0068 0.00818 0.00753 0.00761
Block Summarization 0.10455 0.10196 0.0932 0.08332 0.07868 0.0934 0.08968 0.08662
BC Big Data Man Syst 0.03872 0.03776 0.03452 0.03086 0.02914 0.03459 0.03321 0.03208
IPFS 0.01582 0.01543 0.0141 0.01261

November 2022
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FIGURE 6: Methods comparison node level 2.
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The pointer used to retrieve data uses a password mech-
anism, which will be encrypted on the client side when send-
ing the data, so the security level of this data will also be
equivalent to the security level of the login process in general.
Judging from the review conducted by Cangir et al. [41] in
2021 regarding possible attacks from four distributed block-
chain storage mechanisms, it can be concluded that most
attacks can occur from the side of miners who commit fraud,
either to take data, fake identities, or disrupt the smooth
processes in the blockchain network itself. These attacks

can occur because there is data scattered in several places,
and of course, the potential for this attack also exists in the
AS2BC mechanism proposed in this research. However, the
potential for this attack should be smaller in AS2BC because,
in this method, distribution is not only carried out horizon-
tally, which means the original data is spread across several
nodes but it is also spread vertically. This vertical distribution
is seen in Table 3, where the original data will be at level 3
nodes, while the existing data pointers will be nested, namely
pointers from level 3 to level 2 and from level 2 to level 1.

23 24 25 26 27 28 29 30
Gob Lv3 0.1548 0.15172 0.13605 0.11885 0.11064 0.13508 0.12721 0.12266
Gos Lv3 0.03881 0.03709 0.03653 0.03544 0.03507 0.03789 0.03886 0.03775
ICIS 0.00909 0.00849 0.00772 0.00715 0.0068 0.00818 0.00753 0.00761
Block Summarization 0.10455 0.10196 0.0932 0.08332 0.07868 0.0934 0.08968 0.08662
BC Big Data Man Syst 0.03872 0.03776 0.03452 0.03086 0.02914 0.03459 0.03321 0.03208
IPFS 0.01582 0.01543 0.0141 0.01261 0.0119 0.01413 0.01357 0.01311
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FIGURE 7: Methods comparison node level 3.

TABLE 7: Benchmark result summary node level 3.

Compared methods Max Min

Gob Lv 3 vs. ICIS 0.06 0.04
Gos Lv 3 vs. ICIS 0.19 0.17
Gob Lv 3 vs. Block Summarization 0.71 0.51
Gos Lv 3 vs. Block Summarization 2.24 2.02
Gob Lv 3 vs. BC Big Data 0.26 0.19
Gos Lv 3 vs. BC Big Data 0.83 0.75
Gob Lv 3 vs. IPFS 0.11 0.08
Gos Lv 3 vs. IPFS 0.34 0.31

The numbers in italics are the highest level of efficiency achieved from the test results, while the numbers in bold are the lowest efficiency levels achieved from
the test results.

TABLE 6: Benchmark result summary node level 2.

Compared methods Max Min

Gob Lv 2 vs. ICIS 0.11 0.08
Gos Lv 2 vs. ICIS 0.36 0.32
Gob Lv 2 vs. Block Summarization 1.32 0.94
Gos Lv 2 vs. Block Summarization 4.15 3.75
Gob Lv 2 vs. BC Big Data 0.49 0.35
Gos Lv 2 vs. BC Big Data 1.54 1.39
Gob Lv 2 vs. IPFS 0.2 0.14
Gos Lv 2 vs. IPFS 0.63 0.57

The numbers in italics are the highest level of efficiency achieved from the test results, while the numbers in bold are the lowest efficiency levels achieved from
the test results.
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This mechanism causes SHA256 hash authentication to be
carried out and is also multilevel, so an attacker, of course,
needs double the effort to be able to control the original data
on the AS2BC network. Apart from that, further research still
needs to be carried out to improve the safety of this AS2BC
method.

5. Conclusion and Future Works

The proposed design of the AS2BCmethod can computationally
reduce the total storage capacity on the blockchain. Utilization of
the concepts of deletion, distribution, grouping, and compres-
sionmakes the proposedmethod conceptually superior tometh-
ods carried out in similar studies. The size obtained at the level 1
node can be up to 22 times smaller than the baseline when using
transaction data fromAugust 2022 toNovember 2022.However,
because one of the variables in the AS2BC method is the trans-
action nominal, this method will not provide optimal results if
applied to a blockchain network with transaction nominals that
are too homogeneous. Future research is expected to incorporate
existing blockchain platforms, such as Ethereum, to become one
of the test materials for this design. Tools such as Hyperledger
can also be an option for testing the implementation of the
concept carried by the AS2BC method.
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