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Abstract: Massive Open Online Courses (MOOCs) are important to achieve educational quality in 
Indonesia. However, low retention rates are global problems that must be addressed by building a 
prediction model to prevent dropout. The prediction model faces a challenge due to the 
disproportionate comparison between major and minor data. In this study, the 141 datasets collected 
from the questionnaire consisted of 95% participant data who completed the course and 5% dropout 
data. This necessitated oversampling to balance the data using Synthetic Minority Over-sampling 
Technique for Nominal (SMOTE-N) and SMOTE for Encoded Nominal and Continuous (SMOTE-
ENC) chi-square methods. The dataset formed was processed using Support Vector Machine (SVM) 
machine learning method. In the testing process, the performance of the prediction model with 
SMOTE-N and SMOTE-ENC chi-square oversampling data was compared with the prediction model 
with regular oversampling data. The results showed a significant increase in accuracy from each 
oversampling method with weighting. SMOTE-N weighting modification using chi-square value had 
the best value, with F1-measure reaching 95.33%, and a decrease in error in the prediction of dropout 
data was observed. This result showed that the model formed with the SMOTE-N chi-square method 
has good predictive ability. 

Keywords: Chi-square; Dropout prediction; Indonesia; MOOCs; Oversampling 

1. Introduction 

Massive Open Online Courses (MOOCs) are independent online learning (Cidral et al., 2020), 
where students can select the desired materials. The concept of openness in MOOCs allows 
individuals to have the same opportunity to learn, regardless of location, and not be compelled to 
the flow of the curriculum. Currently, MOOCs have been widely used in the world, and the 
certificates have good legality.  

Since 2014, various MOOCs have been utilized in Indonesia, including those sourced from 
abroad, licensed from foreign providers, or developed domestically. Considering Indonesian 
archipelagic geography and the resultant disparities in infrastructure and economic conditions, 
MOOCs offer a potential solution for promoting equitable access to education across the country 
(Safitri et al., 2025; Sutarman et al., 2024). Unfortunately, the user level is still at a low level, namely 
0.4% of the population. The problems faced by MOOCs are the same, namely low retention rates, 

reaching 5-10% (Bozkurt and Akbulut, 2019), which is inversely proportional to high dropout rates. 
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Various studies have been conducted to increase this retention such as determining factors in 
MOOCs use (Joo et al., 2018), building better designs (Haugsbakken, 2020), providing interesting 
delivery (Ahmad, 2021), or predicting dropout early (Abu Zohair, 2019).  

Studies related to predicting dropout in MOOCs still have a good trend. This is because dropouts 
can be identified early with a good prediction method. By identifying dropouts early, the system 
can take action to retain course participants until course completion. A search on Google Scholar 
using a filter for 2020-2024 found 8290 publications with the keyword "MOOCs dropout prediction". 
This number increased by 60% from searches carried out with the same keywords, with the 2015-
2019 filter. However, there are not many similar publications that are filtered with the additional 
keyword Indonesia. Some of the publications that appear do not show study locations specifically 
in Indonesia. Most were conducted in developed countries, where MOOCs have been used and 
supported by various supporting infrastructures (Deng et al., 2019). In developing countries, such 
as Indonesia, the use of MOOCs is still less popular (Lambert, 2020; Van De Oudeweetering and 
Agirdag, 2018) due to the basic needs that have not been met properly, including infrastructure 
conditions and resource ownership (Dillah et al., 2023; Alhazzani, 2020), financial conditions (Arhin 
and Wang’Eri, 2018), the use of foreign languages (Ruipérez-Valiente et al., 2020), and the ability to 
master technology (Hong et al., 2021). 

Machine learning is widely used in predicting and forecasting outcomes, enabling more accurate 
decision-making and insights. In a literature study conducted by Dalipi (Dalipi et al., 2018), the 
three most frequently used machine learning methods are Logistic Regression, Support Vector 
Machine (SVM), and Decision Tree. SVM machine learning method was developed by Vladimir 
Vapnik (Schölkopf, 2003) and was known to possess good accuracy for small datasets (Abu Zohair, 
2019), can be used in studies with many parameters (Nurhayati et al., 2015), and also valid for 
various fields (Cervantes et al., 2020). This method is a supervised machine learning algorithm that 
classifies data into two groups by creating vectors (hyperplanes).  

Goopio (Goopio and Cheung, 2021) examined the factors that influence the dropout 
phenomenon in MOOCs and developed strategies to increase retention. Understanding the MOOCs 
dropout phenomenon and increasing knowledge about factors influencing retention enable 
MOOCs providers to improve the design features and course quality of MOOCs. In this study, 
publications were grouped related to retention in MOOCs, such as studies on predictions, 
sustainability of use, and level of motivation. The prediction process was grouped based on 
previous MOOCs usage, user activity on ongoing courses, and demographic data on course 
participants.  

The problem that many people face in studies related MOOCs is the imbalance in the amount of 
data between those who completed the course and the dropouts. This imbalance can cause 
prediction accuracy on minor data to be less than optimal (Gyoten et al., 2020). In some conditions, 
minor data has a considerable influence on the prediction process, including in the process of 
predicting course completion (Fahrudin et al., 2019). Several methods were used by studies to 
overcome this problem, such as adjusting the training (Pazzani et al., 1994), or modifying the data 
(Japkowicz, 2000). Modification can be carried out by oversampling minor data to ensure equality 
with the major data. Another method is to reduce the amount of major data to match the minor 
(Japkowicz, 2000). 

A method that is widely used to overcome data imbalance is synthetic data oversampling  
(Limanto et al., 2024) (Gyoten et al., 2020). Previous studies developed several oversampling 
methods, including Synthetic Minority Over-sampling Technique (SMOTE) (Fahrudin et al., 2016). 
However, SMOTE was developed for oversampling quantitative data. Several modifications that 
can be used for oversampling qualitative data are SMOTE for Nominal (SMOTE-N), SMOTE for 
Encoded Nominal and Continuous (SMOTE-ENC), and SMOTE for Nominal Continuous (SMOTE-
NC) (Limanto et al., 2024). The difference between these three methods is that SMOTE-N can be 
used for qualitative data only, while SMOTE-ENC handles a mixture of qualitative and qualitative 
data. Meanwhile, SMOTE-NC can be used for the mixture, but cannot be used for qualitative data. 
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Previous studies suggested that oversampling by weighting underpopulated data was effective 
in improving the performance of the machine learning model (Limanto et al., 2024; Fahrudin et al., 
2019). Tora developed AWH-SMOTE method (Fahrudin et al., 2019) which could be used to carry 
out oversampling on quantitative data. The Information Gain used in AWH-SMOTE method 
improved the performance of the prediction model when compared with other weighting methods. 
Meanwhile, Limanto et al built the GLoW SMOTE-D model (Limanto et al., 2024) for oversampling 
qualitative data. The trial results show that this method can improve the performance of predicting 
student failure in taking subjects when compared with other techniques. 

In this study, approximately 5% of participants have not completed MOOCs. This is because the 
majority of participants took MOOCs due to work obligations, causing difficulty in measuring 
motivation factors. To handle this imbalance in the comparison of major and minor data, there is a 
need to carry out an oversampling process. Therefore, this study aimed to improve the ability of 
MOOCs participant dropout prediction model by modifying the weighting of SMOTE-N and 
SMOTE-ENC oversampling methods. Weighting was carried out using chi-square method which 
measured the correlation between indicators and output in qualitative data. The primary dataset 
was obtained by distributing questionnaires to participants who had used MOOCs as a learning 
tool. The collected data was processed using Structural Equation Modeling (SEM) method 
(Mustakim et al., 2023) and the blindfolding process showed that the predictive relevance value had 
a moderate indication. Based on this result, the data was processed using machine learning to obtain 
predictions for dropout from MOOCs. Data processed using SVM was eliminated according to the 
factors accepted in the model formed. The trial was carried out by comparing the prediction from 
chi-square SMOTE with the dataset prediction results from oversampling using SMOTE-N and 
SMOTE-ENC. Prediction results were measured using accuracy levels, including recall, precision, 
and F1-measure. 

The presentation in this article is divided into three parts. The first part explains the methodology 
carried out, followed by a presentation of the results. The final section presents conclusions and 
outlines possibilities for future exploration. 

2. Method 

This study was carried out in stages, as shown in Figure 1. First, an instrument was prepared 
based on a previous study, and the primary data was collected by distributing questionnaires to 
various participants who met the requirements. Planning is carried out to build a prediction model 
because data processing using SEM shows predictive capabilities. At the preprocessing stage, the 
data composition was balanced, by developing SMOTE-N and SMOTE-ENC chi-square 
oversampling methods. The dataset and oversampling results were processed using SVM machine 
learning method, and model performance was measured. Details of the study methodology are 
described in the following section. 

2.1.  Dataset Collection 
The study instrument was prepared based on previous results (Liliana et al., 2022). The result 

showed that the factors influencing retention in MOOCs in developing countries are resources 
(Sánchez-Prieto et al., 2016), social influence (Cancino-Gómez et al., 2025; Dewberry and Jackson, 
2018), self-efficacy (Briz-Ponce et al., 2017), perceived ease of use (Taghizadeh et al., 2021), and 
perceived usefulness (Reparaz et al., 2020). The first five factors were based on results from a 
literature of 89 Scopus studies sorted by location (Liliana et al., 2022). These factors were found to 
influence MOOCs retention in developing countries. Meanwhile, the power distance and 
Uncertainty Avoidance factors were used on the basis that Indonesia as the study location was a 
country with high scores on the power distance and uncertainty avoidance indicators (Hofstede 
Insights, 2022). This result showed that Indonesians had a tendency to be controlled by people who 
are more powerful, such as parents, teachers, or seniors in the office, and prefer to avoid conflict by 
obeying the superior. 
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Figure 1 Study Methodology for Data Processing and Model Evaluation 
 

Survey questions were prepared with educational study psychologists, in the form of a 
combination of closed-ended questions (closed-ended questionnaires) using the Likert scale 
method (Awang et al., 2016). Data collection was carried out through questionnaires and collected 
141 MOOCs users in Indonesia. The demographic profile shows a digital learner population, with 
an age distribution of 17-25 years (37%), 26-40 53.5%, and >40 (9.4%). A total of 88.2% of participants 
took MOOCs in the last 1 year. Distribution of questionnaires was carried out through social media, 
such as Facebook and Instagram, as well as WhatsApp, and email media. A challenge encountered 
during data collection was the relatively low awareness and recognition of MOOCs among the 
target audience, with many participants unfamiliar with the concept and platforms such as 
Coursera.  

Most of the participants were from Java Island and those from outside only made up 8% due to 
the gap in the quality of infrastructure. The infrastructure referred to here is the smooth running of 
the internet network and the existence of supporting hardware. Several studies found that the 
quality of this infrastructure, in addition to influencing productivity in the economic sector 
(Sukwika, 2018), was also closely related to the quality of public education (Sinta and Wahyuni, 
2022). Moreover, locations that are harder to reach typically have lower-quality internet, 
contributing to lower internet literacy among the local population. The majority of participants 
were able to complete MOOCs because providing the course was a work obligation. Several 
participants who were not obligated to learn through work reported having no prior experience 
with MOOCs, citing alternative learning sources (YouTube or blogs) as sufficient. This causes an 
imbalance in the amount of data on MOOCs participants who passed and those who did not 
complete the course. 

A total of 141 data were collected in this study, and 5% were participants who had used MOOCs 
but did not successfully complete the course. There is an imbalance in the amount of data between 
participants who can complete the course and those who dropped out in the learning process. Data 
collected from the questionnaire was processed using SEM model and SMART-PLS application 
(Puspasari et al., 2023). Based on the test results, social influence, self-efficacy, and perceived ease 
of use factors have a direct influence on behavioral intention. Meanwhile, perceived usefulness was 
found to have no positive influence on behavioral intention. This fact is consistent with a previous 
report (Issa and Isaias, 2016) that the perceived ease of use is more important than the perceived 
benefits captured by an individual. 

2.2.  Oversampling  
Data oversampling was carried out by developing SMOTE-N and SMOTE-ENC chi-square 

methods. In terms of performance comparison, oversampling was also carried out using SMOTE-
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N and SMOTE-ENC methods. In general, SMOTE functions by searching for the closest minor data 
points and creating new data based on similarities. In SMOTE-N, the determination of data 
duplication was calculated using Value Difference Metric (VDM) distance formula, as shown in 
Equation (1) (Chawla et al., 2002). VDM equation was used to calculate the value difference matrix 
for each nominal feature in a certain set of feature vectors (algorithm 1). Meanwhile, the 
determination of data duplication in SMOTE-ENC was calculated using the Euclidean Distance 
formula, as shown in Equation (2) (Gyoten et al., 2020).  

 

𝛿 (𝑥, 𝑦) = ∑ |
𝐶1𝑖

𝐶1
−

𝐶2𝑖

𝐶2
|

𝑘
𝑁
𝑖=1       (1) 

where  
x  = value of field a of record r1 
Y  = value of field a of record r2 
𝛿 (x, y)  = the distance between x and y 
K  = a constant that usually has a value of one or two 
Cx  = the number of occurrences of the value x in field/column a (c1) 
Cy = the number of occurrences of the y value in field/column a (c2) 
i  = 0, 1 --> 0 passes, 1 dropout 
Cx,I = the number of occurrences of the value x in field/column a which 

has an output column/field = i 

Algorithm 1 How SMOTE works 
1. Identify minor data 
2. Randomly select 1 minor data point 
3. Select K-nearest neighbors (k=3) from the minor data group using the VDM formula 
4. Select 1 nearest neighbor data 
5. Repeat steps 1–4 until the amount of data is balanced 

 

𝐸(𝑥, 𝑦) = √∑ (𝑥𝑖 − 𝑦𝑖)2𝑚
𝑖=1          (2) 

where   
M  = the number of fields/features/columns other than the output 
X  = first record  
Y  = second record  
E(x, y) = the distance between x and y 

 
Development was carried out by weighting when calculating distance. The weights were 

obtained based on the results of correlation calculations with chi-square, as shown in Equation (3). 
Chi-Square is useful for testing the relationship between indicators and output from the study data 
(Turhan, 2020). In another study, weighting using chi-square method provided quality 
improvements in the bad data detection process (Gol and Abur, 2015).  

𝜒2(𝑋, 𝑌) ∑ ∑
(𝑂𝑖𝑗−𝐸𝑖𝑗)2

𝐸𝑖𝑗
𝑚
𝑗=1

𝑛
𝑖=1             (3) 

where   
X,Y  = variables whose correlation will be calculated 
Oij  = frequency of observations 
Eij = expected frequency 
n = the number of possible values of variable X 
m = the number of possible values of variable Y 

 
Four types of oversampling were carried out, namely with values N=1000, 1300, 1500, and 2000, 

aimed at predicting with proportionally different data. The variable N was used to determine the 
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number of duplicate data, where N value must be a multiple of 100. When N=1000, then the amount 
of minor data will be 11x the original. For example, the initial number of minor data is 7, with 
N=1000 duplication, the number of minor data will be 77.  

2.3.  Prediction 
The prediction model was built using SVM method and the implementation was carried out in 

the Python programming language. To ensure the quality of the model, predictions were carried 
out using 10-fold cross-validation (Malakouti et al., 2023), where the dataset was grouped into 10 
parts. One part was used for testing and the remaining was used for training. 

2.4.  Prediction Model Performance 
The performance of the prediction model includes accuracy, recall, precision, and F1-measure, 

as seen in Equations 4 - 7 (Radha and Nelson Kennedy Babu, 2020). The confusion matrix (Chawla 
et al., 2002) is a table that shows the comparison between the actual value and the predicted value 
from the model (Table 1). In this case, the True Negative (TN) condition shows that the model can 
predict the value 0 correctly. The number 0 represents the condition of the participants who passed 
the course. Similarly, False Negative (FN) shows the model's prediction error regarding the actual 
value of 0. True Positive (TP) condition shows that the model is able to predict the value 1 correctly, 
where 1 represents the condition of participants who dropped out of the course. False Positive (FP) 
shows the model's prediction error regarding actual value 1. 

 
Table 1 Confusion Matrix 

 Predicted Negative Predicted Positive 

Actual Negative True Negative (TN) False Positive (FP) 
Actual Positive False Negative (FN) True Positive (TP) 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝐹𝑃+𝑇𝑁+𝐹𝑁
       (4) 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
             (5) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
          (6) 

𝐹1 =  
2

1

𝑅𝑒𝑐𝑎𝑙𝑙
+

1

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

= 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙) 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

= 2 𝑥 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑥 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
  (7) 

The accuracy value shows the model's ability to make predictions on major and minor data, 
compared to the overall results. Recall measures how well the model can determine existing 
positive conditions (dropouts), compared to actual dropout data. Furthermore, precision measures 
how accurate the model is when making dropout predictions compared to dropout prediction data. 
F1-measure is the harmonic value of recall and precision, providing a balanced picture between the 
two matrices, to ensure that the model has a balanced ability to predict both major and minor data. 

3. Results and Discussion 

In the machine learning process, there were 30 parameters of the questionnaire, where passing 
and dropout were marked with an output of 0 and 1, respectively. The composition of major (pass) 
and minor (dropout) data was very different, namely 95% and 5%. Therefore, data oversampling 
was carried out using SMOTE-N and SMOTE-ENC chi-square methods. Meanwhile, for 
comparison, oversampling was carried out on the same dataset using the usual SMOTE-N and 
SMOTE-ENC methods. 

Table 2 shows the processing of the oversampling dataset using SVM. The measurement results 
show that the initial dataset does not have the ability to predict minor data (dropout). This is 
evidenced by the average recall, precision, and F1-measure values of 0.0%, suggesting TP value = 0 
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(the model cannot predict dropout at all). Meanwhile, the oversampling dataset in F1-Measure 
column shows an increase in the prediction accuracy of minor data, and the level of accuracy 
increases as the comparison becomes more balanced. 

 
Table 2 Level of Accuracy of Prediction Results 

  Accuracy Recall Precision F1-
Measure 

Process 
Time 

(second) 

preliminary data 94.42% 0.00% 0.00% 0.00% 3.42 
SMOTE-N N=1000 91.89% 90.98% 86.97% 88.00% 0.42 
SMOTE-ENC 91.84% 92.70% 87.70% 89.51% 0.42 
chi-square SMOTE-N 91.89% 93.17% 87.62% 89.49% 0.84 
chi-square SMOTE-ENC 91.89% 91.63% 87.44% 89.26% 0.84 
SMOTE-N N=1300 93.12% 93.90% 89.73% 91.37% 0.3 
SMOTE-ENC 92.60% 93.88% 90.79% 91.90% 0.96 
chi-square SMOTE-N 93.10% 93.12% 91.40% 92.05% 1.2 
chi-square SMOTE-ENC 93.14% 93.73% 91.27% 91.98% 0.78 
SMOTE-N N=1500 93.51% 95.17% 91.72% 92.97% 1.26 
SMOTE-ENC 93.06% 94.80% 91.79% 92.99% 0.36 
chi-square SMOTE-N 93.50% 93.41% 92.83% 92.79% 0.6 
chi-square SMOTE-ENC 93.51% 94.54% 92.47% 93.29% 0.6 
SMOTE-N N=2000 94.37% 96.34% 93.80% 94.85% 1.08 
SMOTE-ENC 94.34% 95.59% 93.88% 94.54% 0.9 
chi-square SMOTE-N 94.77% 95.72% 95.30% 95.36% 2.04 
chi-square SMOTE-ENC 94.76% 96.01% 94.79% 95.33% 0.42 

 
Figure 2 shows a comparison of F1-measure accuracy for each method. The error level in the 

prediction results is measured using Root Mean Square Error (RMSE) (Pande et al., 2023). A low 
RMSE value indicates that the regression results are close to the actual values (Dananjaya et al., 
2022). Based on the calculation results, SMOTE-N oversampling method shows stable performance 
when N=1500 (minor data duplication reaches 16x the initial data amount). Meanwhile, other 
methods show increased performance in all accuracy calculations, even when minor data 
duplication reaches 21x the initial data amount.  

F1-measure value in predictions using a weighted dataset was better than the value produced 
through SMOTE-N and SMOTE-ENC methods without weighting. Meanwhile, SMOTE-N and 
SMOTE-ENC chi-square did not have a significant difference. This result shows that SMOTE-N and 
SMOTE-ENC chi-square methods provide improved performance in the prediction model. 

 

Figure 2 Comparison of F1-Measure from various oversampling datasets 
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The level of accuracy shows the model's performance in predicting major and minor data. Figure 
3 shows a comparison of the accuracy values of the initial dataset with the modified results. The 
result of this study shows that the initial dataset has an accuracy level of 94.42%, but 0% in the recall 
value (TP=0), suggesting the model’s ability to predict only major data (graduation). The level of 
accuracy in the dataset resulting from oversampling using SMOTE and SMOTE-ENC methods is 
lower when compared to the initial dataset. However, there was an increase in the recall value and 
precision value. This result shows that the model with the oversampled dataset can predict minor 
data (dropout). 

Based on the precision value (Figure 4) in the oversampling dataset, an increase in the N value 
shows an increase in the precision value. The precision value in the dataset resulting from 
oversampling using SMOTE-N chi-square method consistently shows a higher average for all N 
values than the other three methods. This result shows that the error in the dropout prediction (FP) 
decreases as the precision value increases (Equation 6). Therefore, SMOTE-N chi-square 
oversampling method produced a lower dropout prediction error.  

In general, with N=2000, the best method in this trial was chi-square SMOTE-N (Table 3). 
Calculations were carried out by processing accuracy data at N=2000 with the Rank.Avg formula 
in Excel, as shown in Equation (8). From these calculations, the modification of SMOTE-N chi-
square method has a significant impact on the dataset processed in SVM. 

 
Figure 3 Accuracy comparison of various oversampling datasets 

  

 

Figure 4 Precision comparison of various oversampling datasets 
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Table 3 Ranking Method with N=2000 

  Accuracy Recall Precision F1-Measure Rating 

SMOTE-N 3 1 4 3 2.75 
SMOTE-ENC 4 4 3 4 3.75 
chi-square SMOTE-N 1 3 1 1 1.5 
chi-square SMOTE-ENC 2 2 2 2 2 

 

𝑅 = 𝑅𝑎𝑛𝑘. 𝐴𝑣𝑔(𝑛𝑖𝑙𝑎𝑖, 𝑟𝑎𝑛𝑔𝑒, 𝑜𝑟𝑑𝑒𝑟)                            (8) 

where 
R = ranking obtained for each accuracy 
Nilai = performance in each cell 
Range = performance on the measured column 
Order = sorting method, 0 for descending 

4. Conclusions 

In conclusion, the condition of the initial dataset used in this study could not predict dropout 
data (minor data) because the proportion was unbalanced. Oversampling of the dataset was carried 
out using SMOTE-N and SMOTE-ENC chi-square. The two modified methods could increase 
prediction accuracy on minor data, compared to processing the oversampling dataset without 
weighting. This result was consistent with the report of previous studies where weighting carried 
out using SMOTE method provided better results for quantitative data. The weakness of SMOTE-
N and SMOTE-ENC chi-square methods was the relatively longer processing time compared to 
SMOTE-N and SMOTE-ENC. Therefore, this method still held the potential for further 
development, enabling datasets to be processed more efficiently. 
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